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New Effect of General Relativity: Thomson Dispersion of Light in Stars
as a Machine Producing Stellar Energy

Dmitri Rabounski
E-mail: rabounski@yahoo.com

Given a non-holonomic space, time lines are non-orthogonal to the spatial section
therein, which manifests as the three-dimensional space rotation. It is shown herein
that a global non-holonomity of the background space is an experimentally verifiable
fact revealing itself by two fundamental fields: a field of linear drift at 348 km/sec, and
a field of rotation at 2,188 km/sec. Any local rotation or oscillation perturbs the back-
ground non-holonomity. In such a case the equations of motion show additional energy
flow and force, produced by the non-holonomic background, in order to compensate
the perturbation in it. Given the radiant transportation of energy in stars, an additional
factor is expected in relation to Thomson dispersion of light in free electrons, and pro-
vides the same energy radiated in the wide range of physical conditions from dwarfs
to super-giants. It works like a machine where the production of stellar energy is regu-
lated by radiation from the surface. This result, from General Relativity, accounts for
stellar energy by processes different to thermonuclear reactions, and coincides with
data of observational astrophysics. The theory leads to practical applications of new
energy sources working much more effectively and safely than nuclear energy.

1 Introduction. The mathematical basis

We aim to study the effects produced on a particle, if the
space is non-holonomic. We then apply the result to the par-
ticles of the gaseous constitution of stars.

To do this we shall study the equations of motion. To
obtain a result applicable to real experiment, we express
the equations in terms of physically observable quantities.
Mathematical methods for calculating observable quantities
in General Relativity were invented by A. Zelmanov, in the
1940’s [1, 2, 3]. We now present a brief account thereof.

A regular observer perceives four-dimensional space as
the three-dimensional spatial section x0= const, pierced at
each point by time lines xi= const.∗ Therefore, physical
quantities perceived by an observer are actually projections
of four-dimensional quantities onto his own time line and
spatial section. The spatial section is determined by a three-
dimensional coordinate net spanning a real reference body.
Time lines are determined by clocks at those points where
the clocks are located. If time lines are everywhere orthog-
onal to the spatial section, the space is known as holonomic.
If not, there is a field of the space non-holonomity — the non-
orthogonality of time lines to the spatial section, manifest as
a three-dimensional rotation of the reference body’s space.
Such a space is said to be non-holonomic.

By mathematical means, four-dimensional quantities can
be projected onto an observer’s time line and spatial section
by the projecting operators: bα= dxα

ds
, the observer’s four-

dimensional velocity vector tangential to his world-line, and
hαβ =−gαβ+ bαbβ . For a real observer at rest with respect

∗Greek suffixes are the space-time indices 0, 1, 2, 3, Latin ones are the
spatial indices 1, 2, 3. So the space-time interval is ds2= gαβ dxαdxβ .

to his reference body (bi=0), the projections of a vector
Qα are bαQα=

Q0√
g00

and hiαQ
α=Qi, while for a tensor of

the 2nd rank Qαβ we have the projections bαbβQαβ =
Q00

g00
,

hiαbβQαβ=
Qi
0√
g00

, hiαh
k
βQ

αβ=Qik. Such projections are in-
variant with respect to the transformation of time in the spa-
tial section: they are chronometrically invariant quantities.

In the observer’s spatial section the chr.inv.-tensor

hik = −gik + bibk = −gik +
g0i g0k
g00

, (1)

possesses all the properties of the fundamental metric tensor
gαβ . Furthermore, the spatial projection of it is hαi h

β
kgαβ =

=−hik. Therefore hik is the observable metric tensor.
The chr.inv.-differential operators

∗∂

∂t
=

1
√
g00

∂

∂t
,

∗∂

∂xi
=

∂

∂xi
−
g0i
g00

∂

∂x0
, (2)

are different to the usual differential operators, and are non-
commutative:

∗∂2

∂xi∂t
−

∗∂2

∂t ∂xi
= 1
c2
Fi

∗∂
∂t

and
∗∂2

∂xi∂xk
−

∗∂2

∂xk∂xi
=

= 2
c2
Aik

∗∂
∂t

. The non-commutativity determines the chr.inv.-
vector for the gravitational inertial force Fi and the chr.inv.-
tensor of angular velocities of the space rotation Aik

Fi =
1

√
g00

(
∂w

∂xi
−
∂vi
∂t

)

,
√
g00 = 1−

w

c2
, (3)

Aik =
1

2

(
∂vk
∂xi

−
∂vi
∂xk

)

+
1

2c2
(
Fivk−Fkvi

)
, (4)

where w is the gravitational potential, and vi=− c
g0i√
g00

is
the linear velocity of the space rotation†. Other observable

†Its contravariant component is vi=−cg0i
√
g00, so v2=hikvivk.
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properties of the reference space are presented with the chr.
inv.-tensor of the rates of the space deformations

Dik =
1

2
√
g00

∂hik
∂t

=
1

2

∗∂hik
∂t

(5)

and the chr.inv.-Christoffel symbols

Δijk=h
imΔjk,m=

1

2
him

( ∗∂hjm
∂xk

+
∗∂hkm
∂xj

−
∗∂hjk
∂xm

)

(6)

built just like Christoffel’s usual symbols Γαμν = g
ασΓμν,σ

using hik instead of gαβ .
Within infinitesimal vicinities of any point in a Riemann-

ian space the fundamental metric tensor can be represented
as the scalar product gαβ =~e(α)~e(β) of the basis vectors,
tangential to curves and non-orthogonal to each coordinate
line of the space. Hence gαβ = e(α)e(β)cos(x

α;xβ). There-
fore the linear velocity of the space rotation

vi = −c
g0i
√
g00

= −ce(i) cos (x
0;xi) (7)

shows how much the time line inclines to the spatial section,
and is the actual value of the space non-holonomity.

The observable time interval dτ and spatial displace-
ments are the projections of the world-displacement dxα:

dτ =
1

c
bαdx

α =
√
g00dt−

1

c2
vkdx

k, (8)

while the observable spatial displacements coincide with the
coordinate ones hiαdx

α= dxi. The observable spatial interv-
al is dσ2=hik dxidxk, while ds2= c2dτ 2− dσ2.

Using these techniques, we can calculate the physically
observable projections of any world-quantity, then express
them through the observable properties of the space.

2 A global non-holonomity of the background space —
an experimentally verifiable fact

Can such a case exist, where, given a non-holonomic space,
the linear velocity of its rotation is vi 6=0, while the angular
velocity is Aik=0? Yes, it is possible. If vi has the same
numerical value vi= v̄i= const at each point of a space, we
have Aik=0 everywhere therein. In such a case, by formula
(7), there is a stationary homogeneous background field of
the space non-holonomity: all time lines, piercing the spatial
section, have the same inclination cos (x0;xi) =− v̄i

ce(i)
to

the spatial section at each its points.
Is such a background truly present in our real space? If

yes, what is the “primordial” value v̄i= const? These quest-
ions can be answered using research of the 1960’s, carried
out by Roberto di Bartini [4, 5].

In his research di Bartini used topological methods. He
considered “a predicative unbounded and hence unique spe-
cimen A. [. . .] A coincidence group of points, drawing el-
ements of the set of images of the object A, is a finite

symmetric system, which can be considered as a topological
spread mapped into the spherical space Rn” [5].

Given the spread Rn, di Bartini studied “sequences of
stochastic transitions between different dimension spreads as
stochastic vector quantities, i. e. as fields. Then, given a dis-
tribution function for frequencies of the stochastic transitions
dependent on n, we can find the most probable number of
the dimension of the ensemble” [5]. He found extrema of
the distribution function at n=±6, “hence the most prob-
able and most improbable extremal distributions of primary
images of the object A are presented in the 6-dimensional
closed configuration: the existence of the total specimen A
we are considering is 6-dimensional. [. . .] a spherical layer
of Rn, homogeneously and everywhere densely filled by
doublets of the elementary formations A, is equivalent to
a vortical torus, concentric with the spherical layer. The
mirror image of the layer is another concentric homogeneous
double layer, which, in turn, is equivalent to a vortical torus
coaxial with the first one. Such formations were studied by
Lewis and Larmore for the (3+1)-dimensional case” [5].

For the (3+1)-dimensional image, di Bartini calculated
the ratio between the torus diameter D and the radius of the
circulation r which satisfies the condition of stationary vor-
tical motion (the current lines coincide with the trajectory of
the vortex core). He obtained E= D

r = 274.074 996, i. e.

R

r
= 137.037 498. (9)

Applying this bizarre result to General Relativity, we see
that if our real space satisfies the most probable topological
shape, we should observe two fundamental drift-fields:

1. A field of the constant rotating velocity 2,187.671 km/sec
— a field of the background space non-holonomity.

This comes with the fact that the frequency distribution
Φn of the stochastic transitions between different dimen-
sions “is isomorphic to the function of the surface’s value
S(n+1) of a unit radius hypersphere located in an (n+1)-
dimensional space (this value is equal to the volume of an n-
dimensional hypertorus). This isomorphism is adequate for
the ergodic concept, according to which the spatial and time
spreads are equivalent aspects of a manifold” [5].

In such a case the radius of the circulation r (the spatial
spread’s function) is expressed through a velocity v just like
the torus’ radius R (the time spread’s function) is express-
ed through the velocity of light c= 2.997 930×1010 cm/sec.
Thus, we obtain the analytical value of the velocity v̄i :

v̄ =
2c

E
=
cr

R
= 2.187 671×108 cm/sec, (10)

Because the vortical motion is stationary, the linear vel-
ocity v̄i of the circulation r is constant everywhere within it.
In other words, v̄i= 2,187.671 km/sec is the linear velocity of
the space rotation characterizing a stationary homogeneous

4 D. Rabounski. Thomson Dispersion of Light in Stars as a Generator of Stellar Energy
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field of the background space non-holonomity: there in the
space all time lines have the same inclination to the spatial
section at each of its points

cos (x0;xi)=−
v̄

c
=−

1

137.037498
=−0.0072972728. (11)

The background non-holonomity should produce an ef-
fect in vi-dependent phenomena. Hence the non-holonomic
background should be an experimentally verifiable fact.

In such an experiment we should take into account the
fact that all vi-dependent physical factors should initially
contain the background space rotation v̄i=2,187.671km/sec.
Therefore, the background cannot itself be isolated; it can be
shown only by the changes of the quantities expected to be
affected by local perturbations of the background.

2. A field of constant linear velocity 348.1787 km/sec
— a field of the background drift-velocity.

This comes from the fact that the background becomes
polarized while “the shift of the field vector at π

2 in its par-
allel transfer along closed arcs of radii R and r in the affine
coherence space Rn” [5]. Hence, we find that the unpolar-
ized component of the field v̄i= 2,187.671 km/sec is a field
of a constant dipole-fit velocity

v̄ =
v̄

2π
= 3.481787×107 cm/sec . (12)

In other words, it should be a global-drift field of the
constant dipole-fit linear velocity v̄ = 348.1787 km/sec, repre-
sented in the circulation r (three-dimensional spread).

Our analytically obtained value 348.1787 km/sec is in
close agreement with the linear drift-velocity 365±18km/sec
extracted from the recently discovered anisotropy of the Cos-
mic Microwave Background.

The Cosmic Microwave Background Radiation was dis-
covered in 1965 by Penzias and Wilson at Bell Telephone
Lab. In 1977, Smoot, Gorenstein, and Muller working with
a twin antenna Dicke radiometer at Lawrence Berkeley Lab,
discovered an anisotropy in the Background as the dipole-
fit linear velocity 390±60 km/sec [9]. Launched by NASA,
in 1989, the Cosmic Background Explorer (COBE) satellite
produced observations from which the dipole-fit velocity
was extracted more precisely at 365±18 km/sec. The Wil-
kinson Microwave Anisotropy Probe (WMAP) satellite by
NASA, launched in 2001, verified the COBE data [10].

As already shown by Zelmanov, in the 1940’s [1], Gen-
eral Relativity permits absolute reference frames connected
to the anisotropy of the fields of the space non-holonomity
or deformation — the globally polarized fields similar to a
global gyro. Therefore the drift-fields analytically obtained
above provide a theoretical basis for an absolute reference
frame in General Relativity, connected to the anisotropy of
the Cosmic Microwave Background.

In the next Section we study the effects we expect on a
test-particle due to the background space non-holonomity.

3 A test-particle in a non-holonomic space. Effects pro-
duced by the background space non-holonomity

Free particles move along the shortest (geodesic) lines. The
equations of free motion are derived from the fact that any
tangential vector remains parallel to itself when transferred
along a geodesic, so the general covariant derivative of the
vector is zero along the line. A particle’s four-dimensional
impulse vector is Pα=m0

dxα

ds
, so the general covariant eq-

uations of free motion are

dPα

ds
+ Γαμν P

μ dx
ν

ds
= 0; (13)

their observable chr.inv.-projections, by Zelmanov [1], are

dE

dτ
−mFiv

i +mDikv
ivk = 0 ,

dpi

dτ
−mF i + 2m

(
Di
k+A

∙i
k∙

)
vk +mΔinkv

nvk = 0 ,

(14)

where vi= dxi

dτ
and pi=mvi are the observable velocity and

impulse of the particle, m and E=mc2 are its relativistic
mass and energy. Each term in the equations is an observable
chr.inv.-quantity∗. The scalar equation is the chr.inv.-energy
law. The vector equations are the three-dimensional chr.inv.-
equations of motion, setting up the 2nd Newtonian law.

In non-free motion, a particle deviates from a geodesic
line, so the right sides of the equations of motion become
non-zero, expressing a deviating force.

We will now fit the chr.inv.-equations of motion accord-
ing to the most probable topological configuration of the spa-
ce, as propounded by di Bartini. In such a case we can repre-
sent dxi as dxi= vidt while the time interval is dx0= cdt.
Such a representation coincides with the ergodic concept,
where the spatial and time spreads are equivalent elements
of a manifold; so the transformation dxi= vidt should be
understood to be “ergodic”.

Applying the “ergodic transformation”, after some al-
gebra we find that in such a space the metric ds2 takes the
form†

ds2 = g00 c
2dt2

{(

1 +
v2

c2
√
g00

)2
−

v2

c2g00

}

, (15)

while the physically observable time interval is

dτ =

(
√
g00 −

v2

c2

)

dt =

{

1−
1

c2
(
w+ v2

)
}

dt , (16)

where v2= vivi=hik vivk. Looking at the resultant metric
from the geometric viewpoint, we note an obvious feature:

In such a metric space the flow of time is equivalent
to a turn of the spatial section.

∗Given a chr.inv.-quantity, we can raise/lower its indices by the chr.inv.-
metric tensor hik: hik=−gik+

1
c2
vivk, hik=−gik, and hik=δ

i
k.

†Because vi=−c
g0i√
g00

, vi=−cg0i
√
g00, hik=−gik+

1
c2
vivk.
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In the (3+1)-dimensional vortical torus, the ratio be-
tween its diameter D and the radius of the circulation r is the
fundamental constant E= D

r = 274.074 996 [4, 5]. Hence
the circulation velocity v̄= 2c

E = 2,187.671 km/sec (the lin-
ear velocity of the background space rotation) is covariantly
constant. On the other hand, locally in the spatial section,
the components of the vector vi=−c

g0i√
g00

can be different
from 2,187.671 km/sec due to the locally non-holonomic per-
turbations in the background∗. In other words, the field vi is
built on two factors: (1) the background remaining constant
and uniform v̄i= 2,187.671 km/sec at any point or direction in
the space, and (2) a local perturbation ṽi in the background
produced by rotating bodies located nearby.

As a result, within an area in which the non-holonomic
background v̄i is perturbed by a local rotation ṽi,

dxi = vidt = (v̄i + ṽi) dt . (17)

That is, with the same displacement dxi the turn dt can
be different depending on how much the non-holonomic
background is perturbed by a local rotation.

The non-holonomic background remaining constant does
not produce an effect in the differentiated quantities. An
effect is expected to be due only from the expansion of the
differential operator ∂

∂t
where we represent dt, according to

the metric (15), as a turn of the spatial section. As such,
dt should be expressed through the ergodic transformation
dxi= vidt=(v̄i+ ṽi)dt. Expanding ∂

∂t
in such a way, after

algebra, we obtain the corrected formulae for the main phys-
ically observable chr.inv.-characteristics of the space that
take the background space non-holonomity into account†

Fi =
1

√
g00

{
∂w

∂xi
−

(

1+ δmn
ṽn

v̄m

)
∂ṽi
∂t̄

}

, (18)

Aik =
1

2

(
∂ṽk
∂xi

−
∂ṽi
∂xk

)

+
1

2c2
(
Fi ṽk−Fk ṽi

)
, (19)

Dik =
1

2
√
g00

(

1+ δmn
ṽn

v̄m

)
∂hik
∂t̄

, (20)

Δijk =
1

2
him

(
∂hjm
∂xk

+
∂hkm
∂xj

−
∂hjk
∂xm

)

+

+
1

c2
him

(

1+ δmn
ṽn

v̄m

)
(
vkDjm+ vjDkm+ vmDjk

)
,

(21)

where the differential operator ∂
∂t̄

is determined in the unper-
turbed background v̄i, while the additional multiplier sets up
a correction for a local perturbation ṽi in it.

∗Note that Minkowski space of Special Relativity is free of gravita-
tional fields (g00=1) and rotations (g0i=0). So all the effects we are
considering are attributed only to General Relativity’s space.

†Here δmn =

(
1 0 0
0 1 0
0 0 1

)
is the unit three-dimensional tensor, the spatial

part of the four-dimensional Kronecker unit tensor δαβ used for replacing
the indices. So δmn replaces the indices in three-dimensional tensors.

If there is no non-holonomic background, but only loc-
ally non-holonomic fields due to rotating small bodies, the
above formulae revert to their original shape through v̄i=0
in the transformation dxi= vidt=

(
v̄i+ ṽi

)
dt. The above

transformation is impossible in a holonomic space since
therein the spatial coordinates aren’t functions of the time
coordinate; xi 6=f (x0). So the foregoing is true only if the
space is non-holonomic, and the spatial and time spreads are
equivalent elements of the manifold.

From the formulae obtained, we conclude that:

The main physically observable chr.inv.-properties of
the reference space, such as the gravitational inertial
force Fi, the angular velocity of the space rotation
Aik, the rate of the space deformation Dik, and the
space non-uniformity (set up by the chr.inv.-Christof-
fel symbols Δi

jk) are dependent on the ratio between
the value of the local non-holonomity ṽi (due to near-
by rotating bodies) and the background space non-
holonomity v̄i= 2,187.671 km/sec.

What effect does this have on the motion of a particle?
Let’s recall the chr.inv.-equations of motion (14). While a
particle is moved along dxi by an external force (or several
forces), the acceleration gained by the particle is determined
by the fact that its spatial impulse vector pi, being transferred
along dxi, undergoes a space-time turn dt expressed by the
ergodic transformation (17).

The entire motion of a particle is expressed by the term
with d

dτ
in the scalar and chr.inv.-vector equations of motion

(14). The remaining terms in the scalar equation express
the work spent on the motion by external forces, while the
remaining terms in the vector equation account for the forces
themselves. Therefore, for the entire motion of a particle, we
have no need of expanding ∂

∂t
by the ergodic transformation,

for each force acting thereon. We simply need to apply the
expansion to the chr.inv.-derivative with respect to the ob-
servable time d

dτ
in the equations of motion (14).

By definition (8), dτ =
√
g00dt− 1

c2
vkdx

k, so we have
dt= 1√

g00

(
1+ 1

c2
vkv

k
)
dτ . The differential is d = ∂

∂xα
dxα,

so d = 1√
g00

(
1+ 1

c2
vkv

k
)
∂
∂t
dτ+ ∂

∂xk
dxk and, finally

d

dτ
=

1
√
g00

(

1 +
1

c2
vkv

k

)
∂

∂t
+ vk

∂

∂xk
. (22)

Expanding this formula with the ergodic transformation
dxi= vidt=(v̄i+ ṽi)dt, we obtain it in the form

d

dτ
=

(

1+ δmn
ṽn

v̄m

)
d

dτ̄
+ δmn

ṽn

v̄m
vk

∂

∂xk
+

+
1

c2
√
g00

(

1+ δmn
ṽn

v̄m

)

ṽkv
k ∂

∂t̄

(23)

where the non-holonomic background v̄i= 2,187.671 km/sec
is taken into account. Here ∂

∂τ̄
and ∂

∂t̄
are also determined

in the unperturbed background v̄i.
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In particular, if a moving particle is slow with respect to
light and the differentiated quantity is distributed uniformly
in the spatial section, we have 1

c2 ṽkv
k=0 and ∂

∂xk
=0 in

the above formula, so we obtain

d

dτ
'

1
√
g00

∂

∂t
=

1
√
g00

(
v̄k+ ṽk

) ∂

∂xk
=

=

(

1+ δmn
ṽn

v̄m

)
d

dτ̄
.

(24)

In such a case, by the chr.inv.-equations of motion (14),

the total force moving the particle Ф i= dpi

dτ
and the total

energy flow W = dE
dτ

expended on the motion are

W =
dE

dτ
=

(

1+ δmn
ṽn

v̄m

)

W(0)=W(0)+ δ
m
n

ṽn

v̄m
W(0) (25)

Ф i=
dpi

dτ
=

(

1+ δmn
ṽn

v̄m

)

Ф i
(0)=Ф i

(0)+ δ
m
n

ṽn

v̄m
Ф i
(0) (26)

where Ф i
(0) and W(0) are the acting force and energy flow in

the unperturbed non-holonomic background (before a local
rotation ṽi was started). The additional force δmn

ṽn

v̄m Ф i
(0) and

energy flow δmn
ṽn

v̄m W(0) are produced by the stationary ho-
mogeneous field of the background space non-holonomity v̄i
in order to compensate for a perturbation in it caused by a
local rotation ṽi. As a result we conclude that:

The presence of a background space non-holonomity
manifests in a particle as an addition to its accelera-
tion, gained from an external force (or forces) moving
it. This additional force appears only if the non-holo-
nomic background is perturbed by a local rotation in
the area where the particle moves. (Being unperturb-
ed, the non-holonomic background does not produce
any forces.) The force appears independently of the
origin of the forces moving the particle, and is pro-
portional to the ratio between the linear velocity of
the local rotation ṽi and that of the background space
rotation v̄i= 2,187.671 km/sec.

Such an additional force should appear on any particle
accelerated near a rotating body. On the other hand, because
the space background rotates rapidly, at 2,187.671 km/sec,
such a force is expected only near rapid rotations, compar-
able with 2,187.671 km/sec.

For instance, consider a high speed gyro as used in avia-
tion navigation technology: 250 g rotor of 1.65" diameter,
rotating at 24,000 rpm. With current technology, the latter is
almost the ultimate speed for such a mechanically rotating
system. In such a case the non-holonomic background near
the gyro is perturbed as ṽ= 5.3×103 cm/sec, i. e. 53 m/sec∗. So
near the gyro, by our formula (26), we expect to have an
additional factor of 2.4×10−5 of any force accelerating a

∗Mechanical gyros used in aviation and submarine navigation systems
have rotations at speeds in the range 6,000 –30,000 rpm. The upper speed
is limited by problems derived from friction in such a mechanical system.

particle near the gyro. In other words, the expected effect is
very small near such mechanically rotating systems.

The terrestrial globe rotates at 465 m/sec at its equator,
so the non-holonomic space background is perturbed there
by Earth’s rotation by the factor 2.2×10−4. Hence, given a
specific experiment performed at the equator, an additional
force produced by the non-holonomic background in order
to compensate the perturbation in it should be 2.2×10−4 of
the force acting in the experiment. This effect decreases with
latitude owing to concomitant reduction of the linear velocity
of the Earth’s rotation, and completely vanishes at the poles.

However, the additional force can be much larger if the
non-holonomic background is perturbed by particles rotated
or oscillated by electromagnetic fields. In such a case a local
rotation velocity can even reach that of the background, i. e.
2,187.671 km/sec, in which case the main force accelerating
the particle is doubled. In the next Section we consider a par-
ticular example of such a doubled force, expected in relation
to Thomson dispersion of light in free electrons within stars.

In forthcoming research we show how such an additional
force can be detected in experiment, and applied to the de-
velopment on a device whose motion is based on principles,
completely different from those employed in aviation and
space technology today. Such a device should revolutionize
aviation and space travel.

It is interesting to note that a similar conclusion on the
time flow as a turn and additional forces produced by it
were drawn by the famous astronomer and experimental
physicist, N. A. Kozyrev, within the framework of his “non-
symmetrical mechanics” [8]. Kozyrev proceeded from his
research on the insufficiency of Classical Mechanics and
thermodynamics in order to explain some effects in rotating
bodies and also the specific physical conditions in stars. He
didn’t construct an exact theory, limiting himself to phen-
omenological conclusions and general speculations. On the
other hand, his phenomenologically deduced formula for a
force additional to Classical Mechanics is almost the same as
our purely theoretical result δmn

ṽn

v̄m Ф i
(0) obtained by means

of General Relativity in the non-holonomic four-dimensional
space of General Relativity, in the low velocity approxima-
tion. Therefore this coincidence can be viewed as an auxi-
liary verification of our theory.

We see that there is no need to change the basic physics
as Kozyrev did. Naturally, all the results we have obtained
are derived from the background non-holonomity of the four-
dimensional space of General Relativity. Classical Mechan-
ics uses a three-dimensional flat Euclidean space that does
not contain the time spread and, hence, the non-holonomic
property. Classical Mechanics is therefore insufficient for ex-
plaining the effects of the background space non-holonomity
predicted herein by means of General Relativity. So the ad-
ditional force and energy flow are new effects predicted
within the framework of Einstein’s theory.

D. Rabounski. Thomson Dispersion of Light in Stars as a Generator of Stellar Energy 7
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4 Thomson dispersion of light in stars as a machine
producing stellar energy due to the background space
non-holonomity

Here we apply the foregoing results to the particles of the
gaseous constitution of stars.

The physical conditions in stars result from the compari-
son of well-known correlations of observational astrophysics
and two main equations of equilibrium in stars (mechanic-
al and thermal equilibrium). Such a comparison is made in
the extensive research started in the 1940’s by Kozyrev. The
final version was printed in 2005 [6].

In brief, a star is a gaseous ball in a stable state, because
mechanical and thermal equilibrium therein are expressed
by two equations: (1) the mechanical equilibrium equation
— gravity pushing each cm3 of the gas to the centre of a
star is balanced by the gaseous pressure from within; (2) the
thermal equilibrium equation — the energy flow produced
within one cm3 of the gas equals the energy loss by radiation.
The comparison of the equilibrium equations with the mass–
luminosity relation and the period — average density of Ce-
pheids, a well verified correlation of observational astro-
physics, resulted in the stellar energy diagram wherein the
isoergs show the productivity of stellar energy sources per
second [6]. The diagram is reproduced below. The energy
output of thermonuclear reactions gives a surface, whose
intersection with the diagram is the dashed arc. Because stars
have a completely different distribution in the diagram, it is
concluded that thermonuclear synthesis can be the source of
stellar energy in only a minority of stars, located along the
dashed arc. Naturally, stars in the diagram are distributed
along a straight line that runs from the right upper region
to the left lower region, with a ball-like concentration at the
centre of the diagram. The equation of the main direction is

B

ne
= const = 1.4×10−11 erg , (27)

and is the relation between the radiant energy density B and
the concentration of free electrons in stars. In other words,
this is the energy produced per free electron in stars, and
it is constant throughout the widest range of the physical
conditions in stars: from dwarfs to super-giants. This is the
actual physical condition under which the mechanism that
generates stellar energy works, even in the low-temperature
stars such as red super-giants like the infrared satellite of
ε Aurigae, wherein the temperature is about 200,000◦ and
the pressure about one atmosphere. In other words, the rela-
tion characterizes the source of stellar energy. According to
the stellar energy relation (27), constant in any kind of star,
Kozyrev concluded that “the energy productivity in stars is
determined by the energy drainage (radiation) only. [. . .] In
contrast to reaction, such a mechanism should be called a
machine. [. . .] In other words, stars are machines which
generate radiant energy. The heat drainage is the power regu-

Fig. 1: Diagram of stellar energy: the productivity of stellar energy
sources. The abscissa is the logarithm of the density of matter, the
ordinate is the logarithm of the radiant energy density (both are
taken at the centre of stars in multiples of the corresponding values
at the centre of the Sun). Reproduced from [6].

lation mechanism in the machines” [6].
I note that the stellar energy relation (27) — the result of

comparing the two main equilibrium equations and observat-
ional data — is pure phenomenology, independent of our
theoretical views on the origin of stellar energy.

Let’s consider the stellar energy relation (27) by means
of our theory developed in Section 3 herein. By this relation
we have B

ne
= const= 1.4×10−11erg: the energy produced

per electron is constant in any kind of star, under any tem-
perature or pressure therein. So the mechanism producing
stellar energy works by a process related to electrons in
stars. There is just one process of such a kind — Thomson
dispersion of light in free electrons in the radiant transporta-
tion of energy from the centre to the surface.

We therefore consider the Thomson process. When a
light wave having the average density of energy q encounters
a free electron, the flow of the wave energy σcq is stopped
in the electron’s “square” σ= 6.65×10−25 cm2 (the square
of Thomson dispersion). As a result the electron gains an
acceleration σq, directed orthogonally to the wave front. In
other words, the electron is propelled by a force produced
by the wave energy flow stopped in its square, and in the
direction of the wave propagation.

We will determine the force by means of electrodynamics
in the terms of physically observable chr.inv.-quantities∗. The

∗The basics of electrodynamics such as the theory of an electromag-
netic field and a charged particle moving in it, expressed in terms of chro-
nometric invariants, was developed in the 1990’s [11, Chapter 3].
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chr. inv.-energy density q and chr.inv.-impulse density J i are

the chr.inv.-projections q= T00
g00

and J i= cT i0√
g00

of the energy-

momentum tensor Tαβ of an electromagnetic field

q =
1

8π

(
EiE

i +HikH
ik
)
, J i =

c

4π
EkH

ik, (28)

where Ei= F ∙i0∙√
g00

and Hik=F ik are the chr.inv.-projections
of the electromagnetic field tensor Fαβ — the physically ob-
servable electric and magnetic strengths of the field [11]. We
consider radiation within stars to be isotropic. In an isotropic
electromagnetic field EiEi=HikHik [11], so

q =
1

4π
EiE

i, J2 = hik J
iJk = q2c2, . (29)

Hence, the wave impulse flow along the x1 direction the
wave travels is

J1 =
qc
√
h11

, (30)

while the flow of the wave energy stopped in an electron’s
surface σ, i. e. the force pushing the electron in the x1 direc-
tion, orthogonal to the wave front, is

Ф 1 =
σq
√
h11

=
σq

√
1 + 1

c2
v1v1

. (31)

On the other hand, according to our theory, developed
in Section 3, the total force Ф 1 acting on an electron and
the energy flow W expended on it via the Thomson process
should be

W =
dE

dτ
= W(0) + δ

m
n

ṽn

v̄m
W(0) , (32)

Ф 1 =
dp1

dτ
= Ф 1

(0) + δ
m
n

ṽn

v̄m
Ф 1
(0) , (33)

depending on a local perturbation ṽi in the background space
non-holonomity v̄i= 2,187.671 km/sec.

What is the real value of the local perturbation ṽi in
Thomson dispersion of light in stars? We calculate the value
of ṽi, proceeding from the self-evident geometrical truth that
the origin of a non-holonomity of a space is any motion
along a closed path in it, such as rotations or oscillations.

When a light wave falls upon an electron, the electron
oscillates in the plane of the wave because of the oscillations
of the electric field strength Ei in the plane. The spatial eq-
uation of motion of such an electron is the equation of forced
oscillations. For oscillations in the x2 direction, in a homo-
geneous non-deformed space, the equation of motion is

ẍ2 + ω20x
2 =

e

me
E2
0 cosωt , (34)

where ω is the frequency of the wave and ω0 is the proper
frequency of the electron. This equation has the solution

x2 =
eE2

0 cosωt

me(ω
2
0 − ω2)

'
eE2

0 cosωt

meω2
(35)

so the components of the linear velocity ṽi of the local space
rotation, approximated by the oscillation, are

ṽ2 =
eE2

0

meω
, ṽ1 = 0 , ṽ3 = 0 . (36)

The electric field strength E in a light wave, according to
(29), is E=

√
4πq =

√
4πB where B is the radiant energy

density. Therefore the value of ṽ2 is

ṽ =
e
√
4π

me

√
B

ω
=
e
√
4πα

me

T 2

ω
, (37)

where α= 7.59×10−15 erg/cm3
×degree4 is Stefan’s constant, T

is temperature. Therefore the total energy flow W =W(0)+

+ ṽ2

v̄2
W(0)=W(0)+

ṽ
v̄

W(0) and force Ф 1=Ф 1
(0)+

ṽ2

v̄2
Ф 1
(0)

acting on an electron orthogonally to the wave plane in the
Thomson process should be

W = W(0) +
e
√
4π

me v̄

√
B

ω
W(0) , (38)

Ф 1 = Ф 1
(0) +

e
√
4π

me v̄

√
B

ω
Ф 1
(0) , (39)

where v̄= 2,187.671km/sec. So the additional energy flow
ΔW = ṽ

v̄
W(0) and force ΔФ 1= ṽ

v̄
Ф 1
(0) are twice the initial

acting factors W and Ф if the multiplier

ṽ

v̄
=
e
√
4π

me v̄

√
B

ω
(40)

becomes close to unity (ṽ becomes close to v̄). In such a
case the background non-holonomic field produces the same
energy and forces as those acting in the system, so the energy
flow and forces acting in the process are doubled.

Given the frequency ν= ω
2π ≈ 5×1014 Hz, close to the

spectral class of the Sun∗, we deduce by formula (37) that
there in the Sun ṽ reaches the linear velocity of the back-
ground space rotation v̄' 2.2×108 cm/sec, if the radiant en-
ergy density is B= 1.4×1011 erg/cm3, which is close to the
average value of B in the Sun. From phenomenological
data [6], in the central region of the Sun B'1013 erg/cm3 so
ṽ' 2×109 cm/sec there, i. e. ten times larger than the average
in the Sun. In the surface layer where T ' 6×103, we obtain
the much smaller value ṽ' 2×103 cm/sec.

This calculation verifies the phenomenological conclus-
ion [6] that the sources of energy aren’t located exclusively
in the central region of a star (as would be the case for
thermonuclear reactions), but are distributed throughout the
whole volume of a star, with some concentration at the centre.
With the above mechanism generating energy by the back-
ground space non-holonomity field, the sources of stellar
energy should be working in even the surface layer of the

∗A light wave doesn’t change its proper frequency in the Thomson
process, so the frequency remains the same while light travels from the
inner region of a star to the surface where it determines the spectral class
(visible colour) of the star.
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Sun, but with much less power.
Because the productivity of such an energy generator is

determined by the multiplier ṽv̄ =
e
√
4π

me v̄

√
B
ω (40), in the addi-

tional energy flow ΔW= ṽ
v̄
W(0) and the forceΔФ 1= ṽ

v̄
Ф 1
(0).

So the energy output ε of the mechanism is determined
mainly by the radiant energy density B in stars, i.e. the
drainage of energy by radiation∗. Therefore, given the above
mechanism of energy production by the background space
non-holonomity, stars are machines producing radiation, the
power of which (the energy output) is regulated by their
luminosity.

By the stellar energy relation (27) determined from ob-
servations, the radiant energy density per electron is constant
B
ne
= 1.4×10−11erg in any kind of star. Even such different

stars as white dwarfs, having the highest temperatures and
pressures (the right upper region in the stellar energy dia-
gram), and low-temperature and pressure infrared super-
giants (the left lower region therein) satisfy the stellar energy
relation. We therefore conclude that:

Stellar energy is generated in Thomson dispersion of
light while light travels from the inner region of a
star to the surface. When a light wave is dispersed by
a free electron, the electron oscillates in the electric
field of the wave. The oscillation causes a local per-
turbation of the non-holonomic background space of
the Universe, so the background non-holonomic field
produces an additional energy flow and force in the
Thomson process in order to compensate for the local
perturbation in itself. Given the physical conditions in
stars, the additional energy and forces are the same as
those radiated throughout the wide range of physical
conditions in stars — from dwarfs to super-giants.
Such energy sources work in the whole volume of
a star, even in the surface layer, but with some con-
centration at the centre. Moreover, the power of the
mechanism is regulated by the energy drainage (the
radiation from the surface). This is a self-regulat-
ing machine, actuated by the background space non-
holonomity, and is independent of thermonuclear re-
actions.

This theoretical result, from General Relativity, verifies
the conclusion drawn by Kozyrev from his analysis of well-
known phenomenological correlations of observational ast-
rophysics [6]. But having no exact theory of stellar energy
sources, Kozyrev had no possibility of calculating similar
effects under the physical conditions different than those in
stars whose temperatures and pressures are hardly reprodu-
cible in a laboratory.

With the theory of the phenomenon established, we can
simulate similar effects in a laboratory for low temperature
and pressure conditions (with less energy output). We can
as well discover, in a laboratory, similar additional energy

∗The frequency ω determining the spectral class of a star undergoes a
much smaller change, within 1 order, along the whole range of stars.

flow and force in processes much more simply realizable
than Thomson dispersion of light. So the theoretical results
of Sections 3 and 4 can be used as a basis for forthcoming
developments of new energy sources.

As is well known, current employment of nuclear energy
produces ecological problems because of radioactive waste.
Besides that, events of recent years testify that such energy
sources are dangerous if atomic power stations are destroyed
by natural or human-made causes: the nuclear fuel, even
without atomic explosion, produces many heavy particles
and other deadly radiations.

We therefore conclude that new energy sources similar
to stellar energy sources described herein, being governed by
the energy output, and producing no hard radiation, can work
in a laboratory conditions much more effectively and safely
than nuclear energy, and replace atomic power stations in the
near future.
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Quantum noise effects in an array of quantum dots coupled to superconducting leads
are studied. The effect of broadband fluctuations on the inelastic rate in such tunable
system has been taken into account. The quantum shot noise spectrum is expressed
in terms of the time dependent fluctuations of the current around its average value.
Numerical calculation has been performed over a wide range of frequencies of the
induced photons. Our results show an asymmetry between absorption and emission
processes. This research is very important for optoelectronic nanodevices.

1 Introduction

Semiconductor nanostructures based on two dimensional el-
ectron gas (2 DEG) could form the basis of future nanode-
vices for sensing, information processing and quantum com-
putation. Coherent electron transport through mesoscopic
system in the presence of a time-varying potential has been
a subject of increasing interest in the past recent years [1].
Applying the microwave field with frequency, ω, to an el-
ectron with energy, E, the electron wavefunction possesses
sideband components with energies E + nh̄ω (n = 0,±1,
±2, . . . ). The coherence of sideband components characte-
rizes transport properties of electrons such as photon-assisted
tunneling (PAT) [2–6]. Shot noise measurements provide
a powerful tool to study electron transport in mesoscopic
systems [7]. Shot noise can be enhanced in devices with su-
perconducting leads by virtue of the Andreev-reflection pro-
cess taking place at the interface between a semiconductor
and superconductor [8–10]. A remarkable feature of the cur-
rent noise in the presence of timedependent potentials is
its dependence on the phase of the transmission amplitudes
[11]. Moreover, for high driving frequencies, the driving can
be treated within a self-consistent perturbation theory [12].
In the present paper, a shot noise spectrum of a mesoscopic
device is derived and analyzed over a wide range of frequen-
cies of the induced microwave field.

2 Model of calculations

The present studied mesoscopic device is formed of an array
of semiconductor quantum dots coupled weakly to two su-
perconducting leads via tunnel barriers. Electrical shot noise
is the time-dependent fluctuation of the current around its
average value, due to the discreteness of the charge carriers.
The nonsymmetrized shot noise spectrum is given by [13]:

P (ω) = 2

∞∫

−∞

dt ei ωt
〈
ΔÎ(t)ΔÎ(0)

〉
, (1)

where ΔÎ (t) is the time-dependent fluctuations of the cur-
rent around its average value [14]. The average current oper-
ator is given by [15]:

〈
Î(t)

〉
=
e

h

∑

α, β

∞∫

0

dε

∞∫

0

dε′Iα,β(ε, ε
′)×

× â+α (ε) âβ(ε
′) ei(ε−ε

′) t/h̄,

(2)

where â+α (ε) and âα (ε) are the creation and annihilation op-
erators of the scattering states ψα(ε) respectively. Iαβ(ε, ε′)
is the matrix element of the current operator between states
ψα(ε) and ψβ(ε

′). The indices α and β (Eq. 2) denote
mode number (m) as well as whether it concerns electron
α=(m, e) or hole α=(m,h) propagation, due to Andreev
reflection processes at semiconductor-superconductor inter-
face [16]. The scattering states ψα(ε) and ψβ(ε′) are deter-
mined by solving the Bogoliubov-deGennes equation (BdG)
[17, 18] and are given by:

Ψαj(x, ε)=

[

Aj exp(ikj x)
(
1

0

)
+Bj exp(−ikj x)

(
0

1

)]

×

×
∞∑

n=0

Jn

(
eV0
h̄ω

)

exp
[
−i (ε+ nh̄ω) t/h̄

] (3)

where ω is the frequency of the induced microwave field,
Jn is the n-th order Bessel function of first kind and V0
is the amplitude of the ac-voltage. Eq. (3) represents the
eigenfunction inside the quantum dot in the j-th region and
the corresponding eigenfunction inside the superconducting
leads is given by:

Ψα(x, ε)=

[

C exp(ik′x)
(
u

υ

)
+D exp(−ik′x)

(
υ

u

)]

×

×
∞∑

n=−∞

Jn

(
eV0
h̄ω

)

exp
[
−i (ε+ nh̄ω) t/h̄

]
.

(4)

The wave vectors kj and k′ are the wave vectors inside
j-th quantum dot and inside the superconducting leads and
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they are given by:

kj =

(
2m∗(Veff ± ε+ nh̄ω)

)0.5

h̄
(5)

and

k′ =

(
2m∗(EF − Vb ±

√
(ε+ nh̄ω)2 −Δ2

)0.5

h̄
(6)

where Veff is expressed as:

Veff = Vb +
UcN

2

2
+ EF + eηVg (7)

in which Vb is the Schottky barrier height, Uc is the charging
energy of the quantum dot, EF is the Fermi-energy, Δ is
the energy gap of superconductor, Vg is the gate voltage and
η is the lever arm. The eigenfunctions u and υ (Eq. 4) of
the corresponding electron/hole due to Andreev reflection
process at the semiconductor-superconductor interface are
given by:

u =

√√
√
√1

2

(

1 +

(
(ε+ nh̄ω)2 −Δ2

)
0.5

ε+ nh̄ω

)

(8)

and

υ =

√√
√
√1

2

(

1−

(
(ε+ nh̄ω)2 −Δ2

)
2

ε+ nh̄ω

)

. (9)

Now, in order to evaluate the shot noise spectrum, this
can be achieved by substituting the current operator Eq. 2
into Eq. 1 and determining the expectation value [19] and
after simple algebraic steps, we get a formula for the shot
noise spectrum P (ω) [20] as:

P (ω) =
2eP0
h

∑

α,β

∞∫

0

dε |Γ(ε)| fαFD(ε)×

×
[
1− fβFD(ε+ nh̄ω)

]
,

(10)

where P0 is the Poissonian shot noise spectrum and
fβFD (ε+n∇ω) are the Fermi distribution functions.

The tunneling rate, γ (ε) through the barrier must be
modified due to the influence of the induced microwave field
as [21]:

γ̃(ε) =
∞∑

n=−∞

J2n

(
e V0
h̄ω

)

γ (ε+ nh̄ω) . (11)

The tunneling rate, γ (ε) is related to the tunneling pro-
bability, Γ(ε) [21] as:

γ (ε) =
2π

h̄

EF+2Δh̄ω∫

EF

dεΓ(ε)ρ(ε)fFD(ε)×

×
(
1− fFD(ε−ΔF )

)
(12)

in which ΔF is the difference in final and initial free energy

after and before the influence of microwave field. The tun-
neling probability, Γ(ε), Eq. 10 has been determined by the
authors [22, 23] using the transfer matrix method and it is
expressed as:

Γ(ε+ nh̄ω) =
1

(
1 + C21C

2
2

) (13)

where C1 and C2 are expressed as:

C1 =
Veff sinh(kb)

2
√
L1

(14)

and

C2 = 2 cosh(kb) cos(k
′a)− C3 . (15)

We have used the following notations:

L1 = (ε+ nh̄ω) (Veff − ε− nh̄ω) ,

C3 =

(
L2√
L1

)

sin(k′a) exp(2kb) ,

L2 = 2(ε+ nh̄ω)− Veff .

(16)

The parameters a and b represent the quantum dot size
and the width of the barrier.

Now substituting Eq. 13 into Eq. 10 an expression for
the frequency dependent shot noise spectrum and it depends
on the geometrical dimension of the device under study.

3 Results and discussion

The shot noise spectrum, P (ω), Eq. 10 has been computed
over a wide range of frequencies of the induced microwave
field and at different temperatures. We considered a double
quantum dots which they are a fully controllable two-level
system. These quantum dots are AlGaAs-GaAs heterostruc-
ture and the leads are Nb superconductor. The calculations
were performed for the cases: absorption of quanta from
the environment (Fig. 1) and emission case (Fig. 2). The
Schottky barrier height, Vb, was calculated by using a Monte-
Carlo technique [24] and found to be equal to 0.47 eV. This
value is in good agreement with those found by the authors
[25]. As shown in Fig. 1 and Fig. 2, the normalized shot
noise spectrum exhibits resonances at certain frequencies for
both absorption and emission processes. The present results
show that the Coulomb oscillations are modified by fre-
quency of the induced microwave field over a wide range.
Also, the Andreev reflection processes at the semiconductor-
superconductor interface plays very important role for the
appearance of these resonances. Our results show that the
interplay between electronic transport and excitation by mic-
rowave is a particular interest. As high frequency perturb-
ations are expected to yield a new nonequilibrium situation
resulted from additional phase variations in energy states
[26, 27, 28].
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Fig. 1: The dependence of the normalized shot noise spectrum
(P/Ppoisson) on the normalized strength of the driving field (ab-
sorption case).

Fig. 2: The dependence of the normalized shot noise spectrum
(P/Ppoisson) on the normalized strength of the driving field (emis-
sion case).

4 Conclusions

In present paper, an expression for the shot noise spectrum
has been deduced. The present studied mesoscopic device is
modeled as double quantum dots coupled weakly to super-
conducting leads. The tunneling through the device is in-
duced by microwave field of wide range of frequencies. The
effect of both Andreev reflection processes and the Coulomb
blockade had been taken into consideration. The resonances
show the interplay between the forementioned effects and
the photon induced microwave field. Our results show a
concordant with those in the literature.
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It is shown that Einstein’s proof for E = mc2 is actually incomplete and therefore
is not yet valid. A crucial step is his implicit assumption of treating the light as a
bundle of massless particles. However, the energy-stress tensor of massless particles
is incompatible with an electromagnetic energy-stress tensor. Thus, it is necessary to
show that the total energy of a light ray includes also non-electromagnetic energy.
It turns out, the existence of intrinsic difference between the photonic and the
electromagnetic energy tensors is independent of the coupling of gravity. Nevertheless,
their difference is the energy-stress tensor of the gravitational wave component that
is accompanying the electromagnetic wave component. Concurrently, it is concluded
that Einstein’s formula E = mc2 necessarily implies that the photons include non-
electromagnetic energy and that the Einstein equation of 1915 must be rectified.

1 Introduction

In physics, the most famous formula is probably E = mc2

[1]. However, it is also this formula that many(1) do not
understand properly [2, 3]. Einstein has made clear that this
formula must be understood in terms of energy conservation
[4]. In other words, there is energy related to a mass, but
there may not be an equivalent mass for any type of energy
[2]. As shown by the Riessner-Nordstrom metric [5, 6], the
gravity generated by mass and that by the electromagnetic
energy are different because an electromagnetic energy stress
tensor is traceless. Thus, the relationship between mass and
energy would be far more complicated than as commonly
believed.

In Einstein’s 1905 derivation,(2) he believed [7] that the
corresponding was between mass and any type of energy
although he dealt with only the light, which may include
more than just electromagnetic energy. Moreover, although
his desired generality has not been attained, his belief was
very strong. On this, Stachel [7] wrote,

“Einstein returned to the relation between inertial
mass and energy in 1906 and in 1907 giving more
general arguments for their complete equivalence, but
he did not achieve the complete generality to which
he inspired. In his 1909 Salzburg talk, Einstein
strongly emphasized that inertial mass is a property
of all form of energy, and therefore electromagnetic
radiation must have mass. This conclusion strength-
ened Einstein’s belief in the hypothesis that light
quanta manifest particle-like properties.”

Apparently, the publications of the papers of Reissner [6]
and Nordstrom [5] have changed the view of Einstein as
shown in his 1946 article [4].

Perhaps, a root of misunderstanding E = mc2 is related
to the fact that the derivation of this formula [8] has not been
fully understood. In Einstein’s derivation, a crucial step is his

implicit assumption of treating light as a bundle of massless
particles. However, because gravity has been ignored in Ein-
stein’s derivation, it was not clear that an electromagnetic
energy-stress tensor is compatible with the energy-stress ten-
sor of massless particles.

Such an issue is valid since the divergence of an electro-
magnetic energy-stress tensor ∇c T (E)cb (where ∇c is a co-
variant derivative) generates only the Lorentz force, whereas
the divergence of a massive energy-stress tensor ∇c T (m)cb

would generate the geodesic equation [9].
Thus, the energy-stress of photons T (L)ab would be

T (L)ab = T (E)ab + T (N)ab (1)

or
T (N)ab = T (L)ab − T (E)ab

where T (E)ab and T (N)ab are respectively the electromag-
netic energy-stress tensor and a non-electromagnetic energy-
stress tensor. Besides, being intrinsically traceless, T (E)cb
would not be compatible with Einstein’s formula 4E=
=4mc2. Based on the fact that the electromagnetic energy is
dominating experimentally, it is natural to assume as shown
later that T (N)ab is in fact the gravitational energy-stress
tensor T (g)ab .

2 A field equation for the accompanying gravitational
wave

Physics requires also that the energy-stress tensor for pho-
tons T (L)ab is: (1) traceless, (2) T (L)ab≈T (E)ab and[
T (L)tt−T (E)tt

]
> 0 on the average, and (3) related to

a gravitational wave, i. e. satisfying

Rab−
1

2
gabR=KT (g)ab=−K

[
T (E)ab−T (L)ab

]
, (2)

where Rab is the Ricci tensor, and R= gmnRmn. Eq. (2) dif-
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fers from Einstein equation with an additional term T (L)ab
having a coupling of different sign. However, Eq. (2) is
similar to the modified Einstein equation,

Gab = Rab −
1

2
gabR = −K

[
T (m)ab − T (g)ab

]
, (3)

which is necessitated by the Hulse-Taylor experiment [10,
11]. T (g)ab is non-zero since a gravitational wave carries
energy. From Eq. (2), we have ∇c T (L)cb=0 since there
∇c T (E)cb = 0 and ∇cGcb ≡ 0.

Related to Eq. (2), a crucial question is whether the Ein-
stein equation with only the electromagnetic wave energy-
stress tensor as the source is valid. It has been found that
such an equation cannot produce a physically valid solution
[12]. Historically, it is due to that the Einstein equation does
have a physical plane-wave solution that the need of a pho-
tonic energy-stress tensor is recognized (see also Sect. 3).
One may object that the general form of gravitational energy-
stress tensor is not yet known although its approximation for
the weak gravity with the massive source is known to be
equivalent to Einstein’s pseudo-tensor for the gravitational
energy-stress [10]. However, for this case, the related gravi-
tational energy-stress tensor is defined by formula (1).

Now the remaining question is whether (2) would pro-
duce a gravitational wave. However, we should address first
whether an electromagnetic wave has an accompanying gra-
vitational wave. The answer is affirmative because the elect-
romagnetic energy is propagating with the allowed maxi-
mum speed in Special Relativity.(3) Thus, the gravity due to
the light energy should be distinct from that generated by
massive matter [13] .

Since a field emitted from an energy density unit means
a non-zero velocity relative to that unit, it is instructive to
study the velocity addition. According to Special Relativity,
the addition of velocities is as follows:

ux =

√
1− v2/c2

1 + u′zv/c
2
u′x , uy =

√
1− v2/c2

1 + u′zv/c
2
u′y ,

and uz =
u′z + v

1 + u′zv/c
2
,

(4)

where velocity ~v is in the z-direction, (u′x, u
′
y , u

′
z) is a

velocity w. r. t. a system moving with velocity v, c is the
light speed, ux= dx/dt, uy = dy/dt, and uz = dz/dt. When
v= c, independent of (u′x, u

′
y , u

′
z) one has

ux = 0 , uy = 0 , and uz = c . (5)

Thus, neither the direction nor the magnitude of the vel-
ocity ~v (=~c) have been changed.

This implies that nothing can be emitted from a light ray,
and therefore no field can be generated outside the light ray.
To be more specific, from a light ray, no gravitational field
can be generated outside the ray although, accompanying the

light ray, a gravitational field gab( 6= ηab the flat metric) is
allowed within the ray.

According to the principle of causality [13], this accom-
panying gravity gab should be a gravitational wave since an
electromagnetic wave is the physical cause. This would put
General Relativity into a severe test for theoretical consist-
ency. But, this examination would also have the benefit of
knowing whether Einstein’s implicit assumption in his proof
for E = mc2 is valid.

Let us consider the energy-stress tensor T (L)ab for pho-
tons. If a geodesic equation must be produced, for a mono-
chromatic wave with frequency ω, the form of a photonic
energy tensor should be similar to that of massive matter.
Observationally, there is very little interaction, if any, among
photons of the same ray. Theoretically, since photons travel
in the velocity of light, there should not be any interaction
(other than collision) among them. Therefore, the photons
can be treated as a bundle of massless particles just as Ein-
stein [8] did.

Thus, the photonic energy tensor of a wave of frequency
ω should be dust-like and traceless as follows:

T ab(L) = ρP aP b, (6)

where ρ is a scalar and is a function of u (= ct− z). In the
units c=h=1, P t=ω. The geodesic equation, P c∇cP b=0,
is implied by ∇c T (L)cb=0 and also ∇c (ρP c)= 0. Since
∇c (ρP c)=

[
ρgbcg′bc + ρ

′
]
(P t − P z)= 0, formula (6) does

produces a geodesic equation if Eq. (2) is satisfied.

3 The reduced Einstein equation for an electromagnetic
plane wave

Let us consider a ray of uniform electromagnetic waves (i. e.
a laser beam) propagating in the z-direction. Within the ray,
one can assume that the wave amplitude is independent of x
and y. Thus, the electromagnetic potentials are plane-waves,
and in the unit that light speed c = 1,

Ak(x, y, z, t) = Ak(t− z) , where k = x, y, z, t. (7)

Due to the principle of causality, the metric gab is func-
tions of u (= t− z), i. e.,

gab(x, y, z, t) = gab(u) , where a, b = x, y, z, t. (8)

Since, for this case, the coordinates for Special Relativity
are also valid for General Relativity [14–16], such a con-
sideration is valid. Let P k be the momentum of a photon. If
a photon is massless, one obtains the conditions,

P z = P t, P x = P y = 0 , and Pmgmk = Pk = 0 , (9)

for k = x, y, and v (= t+ z). Eq. (9a) is equivalent to

gxt + gxz = 0 , gyt + gyz = 0 ,

and gtt + 2gtz + gzz = 0 ,
(10)

C. Y. Lo. Completing Einstein’s Proof of E = mc2 15
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or
gxt − gxz = 0 , gyt − gyz = 0 ,

and gtt − 2gzt + gzz = 0 .
(11)

The transverse of an electromagnetic wave implies

PmAm = 0 ,

or equivalently Az + At = 0 .
(12)

Eqs. (7) to (9) imply that not only the geodesic equation,
the Lorentz gauge, but also Maxwell’s equation are satisfied.
Moreover, the Lorentz gauge becomes equivalent to a covar-
iant expression.

For an electromagnetic wave being the source, Einstein
[17] believed the field equation is Gab=−KT (E)ab, where
T (E)ab=− gmn FmaFnb+ 1

4 gabF
mnFmn, while Fab=

= ∂aAb− ∂bAa is the field tensor. Since the trace of the
energy-stress tensor is zero, R = 0. It follows that

Rtt = −Rtz = Rzz , (13)

because FmnFmn = 0 due to Eq. (9). The other components
are zero [12]. Then,

Rtt ≡ −
∂Γmtt
∂xm

+
Γmmt
∂t

− ΓmmnΓ
n
tt + Γ

m
ntΓ

n
mt =

= −KT (E)tt = KgmnFmtFnt .

(14)

After some lengthy algebra [12], Eq. (14) is simplified
to a differential equation of u as follows:

G ′′ − g′xxg
′
yy + (g

′
xy)

2 −G′(g′/2g) = 2GRtt =

= 2K
(
F 2xtgyy + F

2
ytgxx − 2FxtFytgxy

)
,

(15)

where
G ≡ gxxgyy − g

2
xy, and g = |gab| ,

the determinant of the metric. The metric elements are con-
nected by the following relation:

−g = Gg2t , where gt = gtt + gtz . (16)

Note that Eqs. (35.31) and (35.44) in reference [18] and
Eq. (2.8) in reference [19] are special cases of Eq. (15). But,
their solutions are unbounded [17]. However, compatibility
with Einstein’s notion of weak gravity is required by the
light bending calculation and is implied by the equivalence
principle [20].

Equations (9)–(16) allow At, gxt, gyt, and gzt to be set to
zero. In any case, these assigned values have little effect in
subsequent calculations. For the remaining metric elements
(gxx, gxy , gyy , and gtt), however, Eq. (15) is sufficient to
show that there is no physical solution. In other words,
in contrast to Einstein’s belief [17], the difficulty of this
equation is not limited to mathematics.

4 Verification of the rectified Einstein equation

Now, consider an electromagnetic plane-wave of circular
polarization, propagating to the z-direction

Ax =
1
√
2
A0 cosωu , and Ay =

1
√
2
A0 sinωu , (17)

where A0 is a constant. The rotational invariants with respect
to the z-axis are constants. These invariants are: Gtt, Rtt,
T (E)tt, G, (gxx+ gyy), gtz , gtt, g, and etc. It follows that
[12–13]

gxx = −1− C +Bα cos(ω1u+ α) ,

gyy = −1− C −Bα cos(ω1u+ α) ,

gxy = ±Bα sin(ω1u+ α) ,

(18)

where C and Bα are small constants, and ω1=2ω. Thus,
metric (18) is a circularly polarized wave with the same
direction of polarization as the electromagnetic wave (17).
On the other hand, one also has

Gtt = 2ω
2B2α/G > 0 , and

T (E)tt =
1

2G
ω2A20(1 + C −Bα cosα) > 0 ,

(19)

where G=(1+C)2−B2α> 0. Thus, it is not possible to
satisfy Einstein’s equation because T (E)tt and Gtt have
the same sign. Therefore, it is necessary to have a photonic
energy-stress tensor.

If the photons are massless particles, the photonic energy-
stress tensor (6) has a density function [12],

ρ (u) = −Am g
mnAn > 0 (20)

which is a scalar function of u (= t−z). Since light intensity
is proportional to the square of the wave amplitude, which
is Lorentz gauge invariant, ρ (u) can be considered as the
density function of photons. Then

Tab = −T (g)ab = T (E)ab − T (L)ab =

= T (E)ab + Amg
mnAnPaPb .

(21)

Note that since ρ (u) is a positive non-zero scalar consist-
ing of Ak and/or fields such that, on the average, T (L)ab
is approximately T (E)ab and Eq. (2) would have physical
solutions, ρ = −AmgmnAn is the only choice.

As expected, tensor T (L)ab enables a valid solution for
wave (17). According to Eq. (2) and formula (21),

Ttt = −
1

G
ω2A20Bα cosα < 0 , (22)

since Bα=(K/2)A20 cosα. Thus, T (g)tt=−Ttt is of order
K. It will be shown that cosα = 1.

16 C. Y. Lo. Completing Einstein’s Proof of E = mc2
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To confirm the general validity of (2) further, consider a
wave linearly polarized in the x-direction,

Ax = A0 cosω(t− z) . (23)

Then,

T (E)tt = −
gyy
2G

ω2A20
[
1− cos 2ω(t− z)

]
and

Ttt =
gyy
2G

ω2A20 cos 2ω(t− z) .
(24)

Note that independent of the coupling K, Ttt is non-zero.
Since the gravitational component is not an independent
wave, T (g)tt(= −Ttt) is allowed to be negative or positive
[13]. Eq.(19) implies (gxx + gyy)

′ to be of first order [13],
and thus its polarization has to be different.

It turns out that the solution is a linearly polarized grav-
itational wave and that, as expected, the time-average of
T (g)tt is positive of order K [13]. From the viewpoint of
physics, for an x-directional polarization, gravitational com-
ponents related to the y-direction, remains the same. In other
words,

gxy = 0 and gyy = −1 . (25)

It follows [10, 11] that G = −gxx and the general solut-
ion for wave (18) is:

−gxx = 1 + C1 − (K/2)A
2
0 cos

[
2ω(t− z)

]
,

and gtt = −gzz =
√
g/gxx ,

(26)

where C1 is a constant and g is the determinant of the
metric. The frequency ratio is the same as that of a circular
polarization. However, there is no phase difference as α in
(18). According to the principle of causality, α has a value,
and to be consistent with (26) α = 0.

However, if T (L)ab were absent, one would have,

−gxx = 1 + C1 − (K/4)A
2
0

(
2ω2(t− z)2+

+ cos
[
2ω(t− z)

])
+ C2(t− z) ,

(27)

where C1 and C2 are constants. But solution (27) is invalid
in physics since (t − z)2 grows very large as time goes by.
This would “represent” the effects if Special Relativity were
invalid, and the wave energy were equivalent to mass. This
illustrates that Einstein’s notion of weak gravity, which is the
theoretical basis for his calculation on the bending of light,
may not be compatible with the Einstein equation with an
inadequate source term.

5 Conclusions and discussions

A photonic energy-stress tensor has been obtained to satisfy
the demanding physical requirements. The energy and mo-
mentum of a photon are proportional to its frequency

although, as a classical theory, their relation-ship with the
Planck constant h is not yet clear. Just as expected from
Special Relativity, indeed, the gravity of an electromagnetic
wave is an accompanying gravitational wave propagating
with the same speed.(4) Concurrently, for this case, the need
of modifying the Einstein equation is accomplished. Then,
clearly the gravity due to the light is negligible in calculating
the light bending [8].

In this derivation, it is crucial that the spatial coordinates
are proven the same in Special and General Relativity [14–
16] because the space coordinates must have the Euclidean-
like structure.(5) For this case, even the time coordinate is
the same, and the plane wave satisfied the Maxwell equation
in terms of both Special and General Relativity [16], Thus,
Special Relativity and General Relativity are consistent with
each other. Einstein’s proof is clearly incomplete since the
energy-stress tensor of photons is different from that of el-
ectromagnetism.

A particle such as the photon has no inertial mass since
it is subjected to only absorption and emission, but not acce-
leration and deceleration. Based on Special Relativity, it has
been shown that the electromagnetic energy is distinct from
the energy of a rest mass.(6) Interestingly, it is precisely
because of this non-equivalence of mass and energy that
photonic energy-stress tensor (6) is valid, and the formula
E = mc2 can be proven.

One might argue that experiment shows the notion of
massless photons is valid, and thus believed the equivalence
of mass and electromagnetic energy. However, while the
addition of two massless particles may end up with a rest
mass, the energy-stress tensor of electromagnetism cannot
represent a rest mass since such a tensor is traceless. Thus,
the formula(7) 4E = 4mc2 necessarily implies that T (L)ab
must include non-electromagnetic energy. Note that[
T (L)tt − T (E)tt

]
being non-zero, is independent of the

gravitational coupling constant K. This makes it clear that
the photonic energy tensor is intrinsically different from the
electromagnetic energy tensor.

Although the formula E = mc2 has been verified in nu-
merous situations [1, 18], its direct physical meaning related
to gravity was not understood;(8) and thus this formula is
often misinterpreted, in conflict with General Relativity [2,
9], as any type of energy being equivalent to a mass [3].
A related natural question is how to measure the gravitation-
al component of a light ray. However, in view of the difficul-
ties encountered in measuring pure gravitational waves, the
quantitative measurement of such a gravitational component
is probably very difficult with our present level of technolo-
gy although its qualitative existence is proven by the formula
E = mc2.

Both quantum theory and relativity are based on the
phenomena of light. The gravity of photons finally shows
that there is a link between them. It is gravity that makes the
notion of photons compatible with electromagnetic waves.
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Clearly, gravity is no longer just a macroscopic phenomena,
but also a microscopic phenomena of crucial importance to
the formula E=mc2. In Einstein’s proof, it has not been
shown whether his implicit assumption is compatible with
electromagnetism. This crucial problem is resolved with the
gravity of an electromagnetic wave. Einstein probably would
smile heartily since his formula confirms the link that relates
gravity to quantum theory.
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Endnotes

(1) They include, but not limited to, Fock [21], Hawking [22],
Misner, Thorne, & Wheeler [18], Tolman [23], and Will [3].

(2) In 1907 Plank [24] criticized the Einstein argument, and
presented his own argument to show that the transfer of
heat is associated with a similarly related transfer of inertial
mass [7].

(3) In this paper, the convention of the metric signature for Spe-
cial Relativity is (1,−1,−1,−1).

(4) Some arguments, which were presented differently in the
literature [13], are included in this paper for the convenience
of the readers. For instance, now the value of α in (18) is
obtained.

(5) Einstein called this structure as “in the sense of Euclidean
geometry” [8], but failed to understand its physical meaning
in terms of measurements [15, 25]. Weinberg [26] has
showed, however, that in a curved space the coordinates can
be straight.

(6) However, there are theorists such as Tolman [23], who in-
correctly saw no difference in terms of gravity between mass
and the energy in a light ray.

(7) Einstein’s formula 4E=4mc2 is proven for radiating en-
ergy. Thus, it is applicable to the atomic bomb.

(8) Bodanis [1] gives a good account of how the formula E=
=mc2 is applied. However, like many others, he also mis-
interpreted the formula as general equivalence between any
type of energy and mass.
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A Source of Energy for Any Kind of Star
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We discuss a recently predicted mechanism whereby energy is produced by the back-
ground space non-holonomic field (the global space rotation) in Thomson dispersion
of light in free electrons. We compare the mechanism to the relations of observational
astrophysics — the mass-luminosity relation and the stellar energy relation. We show
that by such a mechanism generating energy in a star, the luminosity of a star L is
proportional to its volume, with a progression associated with increasing radius. The
obtained relation L∼R3.4 explains why there are no stars of a size close to that of the
bulky planets. This also explains the extremely high thermal flow from within Jupiter,
which most probably has the same energy sources as those within a star, but with a
power much less than that required to radiate like a star. The theory, being applied to
a laboratory condition, suggests new energy sources, working much more effectively
and safely than nuclear energy.

1 The mechanism that generates energy in stars

By way of introduction, a brief account of my theory of the
mechanism producing energy in stars [1] built within the
framework of General Relativity, is presented. Then, in the
next section, we analyse consequences of the theory in com-
parison with the correlations of observational astrophysics.

Given a non-holonomic space∗, time lines piercing the
spatial section (our proper three-dimensional space) are not
orthogonal to the spatial section therein, which manifests
as the three-dimensional space rotation. If all time lines
have the same inclination to the spatial section at each of
its points, there is a field of the background space non-
holonomity. Such a non-holonomic background field, if per-
turbed by a local rotation, can produce a force and energy
flow in order to compensate for the perturbation in itself.
Such a force and energy flow were deduced on the basis
of the equations of motion in a non-holonomic space: they
manifest as additions to the total force Ф i

(0) driving a par-
ticle and the total power W(0) spent on the motion

W =
dE

dτ
= W(0) + δ

m
n

ṽn

v̄m
W(0) , (1)

Ф i =
dpi

dτ
= Ф i

(0) + δ
m
n

ṽn

v̄m
Ф i
(0) , (2)

where v̄i is the constant linear velocity of the background
space rotation, while v̄i is the linear velocity of a local rota-
tion perturbing the background. As obtained within the fra-
mework of General Relativity [1], the value of v̄i is the fun-
damental constant v̄= 2.187 671×108 cm/sec connected to the
value v̄ = v̄

2π = 3.481787×107 cm/sec of a dipole-fit velocity
v̄i characterizing the anisotropy of the rotating background
(which is similar to a global gyro). The analytical value v̄ is

∗A four-dimensional pseudo-Riemannian space, which is the basic
space-time of General Relativity.

in close agreement with the dipole-fit velocity 365±18km/sec
extracted from the recently discovered anisotropy of the Cos-
mic Microwave Background Radiation.

Such an additional factor should appear in Thomson dis-
persion of light in free electrons in stars. When a light wave
of average energy density B encounters a free electron, the
flow of the wave energy cσB is stopped in the electron’s
square σ= 6.65×10−25 cm2 (the Thomson square of disper-
sion). As a result the electron gains an acceleration σB,
directed orthogonally to the wave front. With this process the
electron oscillates in the plane of the wave at the frequency ω
of the wave’s electric strength Ei oscillating in the plane. Let
the wave travel in the x1-direction, so E2=E, E1=E3=0.
The oscillation equation gives the linear velocity ṽi of the
local space rotation, caused by the oscillating electron,

ṽ2 =
eE

meω
, ṽ1 = 0 , ṽ3 = 0 . (3)

Because the density of energy in an isotropic electro-
magnetic field is B= 1

4πEiE
i, the additional force and the

power produced in the Thomson process by the global non-
holonomic background should be

ΔW =
ṽ2

v̄2
W(0) =

e
√
4π

me v̄

√
B

ω
W(0) , (4)

ΔФ 1 =
ṽ2

v̄2
Ф 1
(0) =

e
√
4π

me v̄

√
B

ω
Ф 1
(0) , (5)

so the output of energy ε produced by the non-holonomic
background in the process (within one cm3 per second) is

ε =
ṽ

v̄
cneσB =

cσe
√
4π

me v̄

neB
3/2

ω
. (6)

In other words, our equation (6) is the formula for stellar
energy. The factor cσe

√
4π

me v̄
is constant, while the second fac-
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Fig. 1: Diagram of stellar energy: the productivity of stellar energy
sources. The abscissa is the logarithm of the density of matter, the
ordinate is the logarithm of the radiant energy density (both are
taken at the centre of stars in multiples of the corresponding values
at the centre of the Sun). Reproduced from [2]. Stars in the diagram
are distributed along a straight line that runs from the right upper
region to the left lower region, with a ball-like concentration at
the centre of the diagram. The equation of the main direction is
B
ne
= 1.4×10−11 erg (ne is the concentration of free electrons).

tor depends mainly on the radiant energy density B in a star∗.
Given the frequency ν= ω

2π ≈ 5×1014 Hz (by the spectr-
al class of the Sun), ṽ reaches the background space rotation
v̄' 2.2×108 cm/sec (so the additional energy flow fully com-
pensates for the radiation) at B= 1.4×1011 erg/cm3, which is
close to the average value of B in the Sun. The theoretical
result coincides with the phenomenological data [2] by which
energy is generated throughout the whole volume of a star
with some concentration at the centre (in contrast to thermo-
nuclear reactions working exclusively in the central region).

Besides the main direction B
ne
= const, along which stars

are distributed in the stellar energy diagram, Fig. 1 testifies
that the power of a mechanism that generates energy in stars
is regulated by the density of radiant energy, i. e. by the
energy loss by radiation. So the real mechanism producing
stellar energy works similar to a self-regulated machine and
is independent of the inner resources reserved in stars.

Our formula for stellar energy (6) satisfies this condition,
because the energy output is regulated by the radiant energy
density B. So a mechanism that works by formula (6) at
an oscillation velocity ṽ close to v̄' 2.2×108 cm/sec behaves
as an universal self-regulating generator of energy: the out-

∗And, to a much smaller extent, on ω, which has changes within 1
order of magnitude along the whole range of the spectral classes of stars.

Fig. 2: The mass-luminosity relation. Here points are visual binar-
ies, circles are spectral-binaries and eclipse variable stars, crosses
are stars in Giades, squares are white dwarfs, the crossed circle is
the satellite of ε Aurigae. Reproduced from [2].

put of energy ε the non-holonomic background produces in
order to compensate for a perturbation ṽ in itself is regulated
by the density of radiant energy B in the system, while the
perturbation in the background ṽ= e

√
4π

me v̄

√
B
ω is caused by

the oscillation of free electrons, also regulated by the radiant
energy density B. If the average oscillation velocity of elec-
trons ṽ in a star becomes larger than that of the background
v̄' 2.2×108 cm/sec, temperature increases, and so the star ex-
pands until a new state of thermal equilibrium is reached,
with a larger luminosity that compensates for the increased
generation of energy within. If the average oscillation vel-
ocity of electrons becomes less than v̄' 2.2×108 cm/sec, the
star contracts until a new thermal equilibrium with lower
luminosity is attained.

If there were no other active factors slowly discharging
the inner resources of a star (e. g. nuclear transformations of
a different kind, etc), such a mechanism could generate stel-
lar energy eternally, keeping stars in a stable radiating state.

2 Comparing the theory of stellar energy to observa-
tional data. The “volume-luminosity” correlation

We now analyse the implications of our formula (6) for
stellar energy in comparison to the phenomenological data of
observational astrophysics: the stellar energy relation (Fig. 1)
and the mass-luminosity relation (Fig. 2).

We consider characteristics of a star in multiples of the
corresponding values of the parameters for the Sun. We
therefore operate with dimensionless characteristics: mass
M̄ = M

M�
, radius R̄= R

R�
, luminosity L̄= L

L�
, productivity

of energy ε̄= ε
ε�

, etc. Using this notation, our formula (6)
for stellar energy takes the form

ε̄ =
n̄eB̄

3/2

ω̄
' n̄eB̄

3/2, (7)
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or, considering the hydrogen constitution of most stars, so
that ne=

ρ
mp

(i. e. n̄e= ρ̄ ),

ε̄ =
ρ̄ B̄3/2

ω̄
' ρ̄ B̄3/2. (8)

By the stellar energy relation B
ne
= const from the stellar

energy diagram (see Fig. 1), we have B̄= n̄e= ρ̄ throughout
the whole range of stars. We can therefore write the stellar
energy formula (8) in the final form

ε̄ = ρ̄ B̄3/2 = B̄5/2. (9)

By the data of observational astrophysics, stars obey
the principles of an ideal gas, except for the white dwarfs
wherein the gas is in a state on the boundary of degeneration.
We therefore obtain by the equation for an ideal gas p= <Tρ

μ
(where < is Clapeyron’s constant, μ is the molecular weight),
p̄= T̄ ρ̄

μ̄ , or, with a similar molecular composition throughout

the whole range of stars, p̄= T̄ ρ̄. The gaseous pressure p is
determined by the state of mechanical equilibrium in a star,
according to which the pressure from within is equal to the
pressure of a column of the star’s contents, so we obtain
p̄= M̄

R̄2
ρ̄ R̄= M̄

R̄2
M̄
R̄3
R̄= M̄2

R̄4
. Therefore the density of radi-

ant energy in a star is B̄= T̄ 4= M̄4

R̄4
. So the stellar energy

formula takes the final form,

ε̄ = B̄5/2 =
M̄10

R̄10
. (10)

We analyze this result, taking the mass-luminosity rela-
tion into account. According to well verified data of observ-
ational astrophysics, stars satisfy the mass-luminosity rela-
tion L̄= M̄ 10/3' M̄3.3 (see Fig. 2). The relation L̄= M̄3

can be deduced from theory. Here is how. Thermal equi-
librium in a star is characterized by the equation [2]

ε = −
c

κρ

dB

dr
, (11)

which means that the flow of energy generated in a star
is balanced by the flow of radiant energy therein (κ is the
coefficient of absorption). In other words, this formula is the
condition of energy drainage in a star — the condition of
radiation. From this formula we have, for stars of approxi-
mately the same chemical composition,

ε̄=
B̄

ρ̄R̄
=
M̄3

R̄2
, (12)

and hence, because the luminosity of a star is L̄= ε̄R̄2, we
obtain the mass-luminosity relation L̄= M̄3.

As a matter of fact, ε determined by the energy drainage
condition in a star should coincide with ε determined by the
mechanism producing stellar energy — an energy production
condition. In our theory of stellar energy, such an energy
production condition is represented by the stellar energy for-

Fig. 3: Diagram of “mass–radius” devised by N. A. Kozyrev, the
famous astronomer and experimental physicist, in the late 1970’s.
The arcs are isoergs of stellar matter. (Courtesy of V. V. Nassonov,
Kozyrev’s assistant, who had frequent meetings with the author in
1984–1985.)

mula ε̄= n̄eB̄
3/2= ρ̄ B̄3/2= B̄5/2.

We therefore substitute the observed mass-luminosity re-
lation L̄ = M̄ 10/3 and the theoretical relation L̄ = M̄3 into
our formula for stellar energy reduced to the absolute mass
and radius of a star ε̄= B̄5/2= M̄10

R̄10
(10). Because L̄= ε̄R̄2,

our formula for stellar energy, in common with the observed
mass-luminosity relation L̄= M̄ 10/3, gives

L̄ = R̄4, (13)

while with the theoretical relation L̄= M̄3 our formula gives
a slightly smaller exponent,

L̄ = R̄3.4. (14)

In other words, for both the observed and theoretical mass-
luminosity relation, our formula for stellar energy says that,

On the basis of stellar energy being generated by the
background space non-holonomity field, in Thomson
dispersion of light in free electrons, the luminosity
L of a star is proportional to its volume V = 4

3
πR3,

with a small progression with an increase of radius.
We will refer to the newly discovered correlation as
the volume-luminosity relation.

The predicted volume-luminosity relation L̄= R̄4–R̄3.4

is derived from the condition of energy production by the
non-holonomic space background in Thomson dispersion of
light in stars (our theory of stellar energy). If such a correla-
tion (the condition of energy production) is true, the correla-
tion, in common with the energy drainage condition (the
mass-luminosity relation L̄= M̄ 3–M̄ 10/3), should produce
another correlation; mass-radius M̄ = R̄1.1–R̄1.2. Fig. 3
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shows a diagram devised by Kozyrev in the 1970’s on the
basis of observational data, along with many other diagrams
within the framework of his extensive phenomenological
research into stellar energy and the internal constitution of
stars. As seen from the diagram, stars are distributed along
the average direction M̄ ∼ R̄, which perfectly verifies the
expected correlation M̄ = R̄1.1–R̄1.2 predicted on the basis
of our formula for stellar energy. Hence the relation M̄ ∼ R̄
verifies as well the whole theory of the stellar energy mech-
anism we have built here and in [1].

The deduced volume-luminosity relation clearly depends
upon the chemical composition of stars. Naturally, because
the gravitational pressure in a star p̄= M̄

R̄2
ρ̄ R̄= M̄2

R̄4
is bal-

anced by the gaseous pressure calculated by the equation for
an ideal gas p̄= T̄ ρ̄

μ̄ , we have B̄= T̄ 4= μ̄4 M̄
4

R̄4
. On the other

hand, Kozyrev has found, from the stellar energy diagram
(Fig. 1), that “The main direction wonderfully traces an
angle of exactly 45◦. Hence, all stars are concentrated along
the line, determined by the equation B∼ρμ4 ” [2]. We there-
fore substitute n̄e= ρ̄ = B̄

μ̄4
and B̄= μ̄4 M̄

4

R̄4
into our initial

formula for stellar energy ε̄= n̄eB̄
3/2 (7). As a result we

obtain the formula for stellar energy in the form, where the
molecular weight of the stellar contents is taken into account,

ε̄ = μ̄6
M̄10

R̄10
, (15)

from which, because L̄= ε̄R̄2, we obtain, with the observed
mass-luminosity relation L̄= M̄ 10/3,

L̄ =
1

μ̄3
R̄4, (16)

while with the theoretical relation L̄= M̄3 our updated for-
mula (8) gives

L̄ =
1

μ̄2.6
R̄3.4. (17)

As is clearly seen, our deduced relation — the proportion-
ality of the luminosity of a star to its volume L∼V ∼R3 — is
inversely proportional to ∼3 orders of the molecular weight
of the gas consisting a star. The greater the molecular weight
of the gaseous contents of a star, the smaller its luminosity
for the same volume. For instance, for a star consisting,
instead of Hydrogen, of Helium or other heavy elements,
the luminosity of such a star should be many times less than
a completely hydrogen star of the same size.

3 The same stellar energy formula applied to brown
dwarfs and the bulky planets

So the mass-luminosity relation L̄= M̄3 is derived from the
energy drainage condition ε̄= B̄

ρ̄R̄
= M̄3

R̄2
. The necessary coin-

cidence with the energy production condition, the stellar en-
ergy formula ε̄= n̄eB̄

3/2= ρ̄ B̄3/2= B̄5/2, gives a new re-
lation between the observable characteristics of stars — the

Table 1: Brown dwarfs

L̄= M̄
10/3

L̄= M̄3 L̄= R̄4 L̄= R̄3.4

L̄= 10−4 M̄ = 0.06 M̄ = 0.05 R̄= 0.1 R̄= 0.07

L̄= 10−5 M̄ = 0.03 M̄ = 0.02 R̄= 0.06 R̄= 0.03

volume-luminosity relation: L̄= R̄3.4 for the theoretical re-
lation L̄= M̄3, or L̄= R̄4 for the observed L̄= M̄10/3.

In this section we shall look at how our stellar energy
formula can be applied to space objects of extremely small
luminosity — recently discovered brown dwarfs, and also the
bulky planets (Jupiter, Saturn, Uranus, and Neptune) whose
radiated energy exceeds that received from the Sun (so they
have their own internal sources of energy).

Brown dwarfs

These have masses M̄ 6 0.08, luminosity L̄= 10−4–10−5,
and temperature at the surface T ≈ 700 K, which determines
their observed brown colour.

Proceeding from the luminosity L̄ of brown dwarfs, we
calculate: (1) their masses M̄ by the mass-luminosity rela-
tion (the energy drainage condition), and also (2) their radii
R̄ by the volume-luminosity relation (the energy production
condition) that characterizes the generation of stellar energy
by the background space non-holonomity in Thomson dis-
persion of light. The results are given in Table 1.

By the observed mass-luminosity relation L̄= M̄10/3, we
obtained the masses in the range M̄ = 0.03–0.06 that satisfies
the masses M̄ 6 0.08 required for stars of such class. Brown
dwarfs therefore satisfy the condition of energy drainage.

The radii of brown dwarfs R̄= 0.06–0.1 we calculated by
the condition of energy production — the volume-luminosity
relation L̄=R̄4 — are within the range of the bulky planets
(from R̄= 0.034 for Uranus to R̄= 0.10 for Jupiter). Hence,
from our calculations we conclude that:

Brown dwarfs are stars of a size similar to Jupiter
or Saturn. Their energy source is the same as that
in stars of other kinds — the background space non-
holonomity that generates energy in Thomson disper-
sion of light in free electrons. However, in contrast
to the bulky planets, the radii of brown dwarfs satisfy
the volume-luminosity relation, so the physical condi-
tions therein are such that the stellar energy mechan-
ism produces enough energy to compensate for the
radiation from the surface.

The bulky planets

By direct measurements made by NASA’s space missions
(Pioneer, Voyager, Galileo, Cassini), the bulky planets have
∼75–90% hydrogen content (see http://www.nasa.gov for
the details). So, because of the huge pressure in the central
region, enough to ionize hydrogen, we propose the same
energy source as that in any star. We can therefore calculate
a table similar to that herein for brown dwarfs.

22 D. Rabounski. A Source of Energy for Any Kind of Star
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Table 2: The bulky planets

R̄ M̄ Teff Tac Beff Bac L̄p L̄= M̄ x L̄= R̄y L̄= R̄4

JUPITER: 0.10 9.5×10−4 125 K 105 K 1.3×104 0.69×104 1.0×10−9 x= 3.0 y= 9.0 R= 4,000 km

SATURN: 0.086 2.9×10−4 95 K 74 K 4.6×103 1.7×103 3.4×10−10 x= 2.7 y= 8.9 R= 3,000 km

URANUS: 0.034 4.4×10−5 57 K 55 K 6.0×102 5.2×102 1.5×10−12 x= 2.7 y= 7.8 R= 770 km

NEPTUNE: 0.036 5.2×10−5 59 K 38 K 6.9×102 1.2×102 1.2×10−11 x= 2.5 y= 7.4 R= 1,300 km

In Table 2 we use the effective temperature Teff and the
temperature Tac acquired from the Sun, determined from the
direct measurements made by the NASA satellites. The proper
luminosity of each planet Lp=4πR2Bp is calculated through
the density of the proper radiant energy Bp=Beff −Bac=
=σ

(
T 4eff −T

4
ac

)
, where σ= 5.67×10−5 erg/cm2

×sec×deg.
As seen from Table 2, the bulky planets have the lumino-

sity L̄= M̄ 2.5–M̄ 3.0. Many stars have a greater deviation
from the average mass-luminosity relation L̄= M̄ 10/3 (see
Fig. 2), than the planets. We therefore conclude that,

The bulky planets satisfy the mass-luminosity rela-
tion, which is the condition of energy drainage, so
they radiate energy similar to stars.

Another result is provided by the volume-luminosity re-
lation L̄∼ R̄y , which characterizes the condition of energy
production. The bulky planets have L̄= R̄7.4–R̄9.0, while
the coincidence of the energy drainage with the energy pro-
duction in stars requires L̄= R̄3.4–R̄4.0. The last column in
Table 2 gives the values of the radii which should result if the
energy loss is completely balanced by the energy produced
within. So the bulky planets would be like stars. As seen, in
such a case the bulky planets would be a bit smaller than the
Earth: Jupiter and Saturn would have a size similar to Mars,
Neptune would be similar to the Moon, while Uranus would
be half the Moon. The obtained result implies that:

The real radii of the bulky planets are so large that the
energy produced within the planets is substantially
less than that radiated from the surface: the planets
are cooling down, in contrast to stars whose tempera-
ture is stable on the average.

So there is no crucial difference between stars and the
bulky planets built on the gaseous contents. Looking at the
evolution of the bulky planets, we see that as soon as the gra-
vitational pressure compresses the planets down to radii sa-
tisfying the volume-luminosity relation L̄= R̄3.4–R̄4.0, the
energy output within the planets becomes balanced by the ra-
diation from the surface, so the planets become stars. In such
a case the density of the planets would become enormous.

Such high densities are conceivable, along the whole
range of known stars, only within white dwarfs, which are
mostly satellites of the most bulky stars. Compare Sirius’
satellite (R̄= 0.025) and Procyon’s satellite (R̄= 0.013),
typical white dwarfs, which have a density ρ ≈ 104. We
there therefore conclude that:

Table 3: The bulky planets, if becoming stars

Radius, R̄ Radius, km Average density

JUPITER: 0.0057 4,000 km 7.1×103 g/cm3

SATURN: 0.0043 3,000 km 5.0×103 g/cm3

URANUS: 0.0011 770 km 4.6×104 g/cm3

NEPTUNE: 0.0019 1,300 km 1.1×104 g/cm3

White dwarfs were formerly bulky planets like Jupiter
and the great jovian planets, which, containing mostly
hydrogen, were compressed by gravitational pressure
to such a state that the energy produced within is the
same as that radiated from the surface.

So Jupiter and the jovian planets are stars in an
early stage of their evolution. As soon as the gravita-
tional pressure compresses each of them to the ap-
propriate radius, they become white dwarfs — star-
satellites of the Sun, so that the solar system becomes
a multiple-star system.

4 A perspective for the new energy source

Accordingly, our theory that stellar energy is generated by
the background space in Thomson dispersion of light in free
electrons is readily verified. All that we need to reproduce
the mechanism is ionized hydrogen: even if the temperature
is much lower than in stars, we should obtain some energy
output if the theory is correct. The ionization energy of a
hydrogen atom is 13.6 eV; suitable equipment is accessible in
even a junior college laboratory. Moreover, proceeding from
the above theory, we can predict additional forces and energy
output produced by the non-holonomic space background in
phenomena other than Thomson dispersion of light. So the
stellar energy theory herein, applied to laboratory conditions,
predicts new energy sources working much more effectively
and safely than nuclear energy.
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The new mathematics, referred to as iso-mathematics and geno-mathematics, intro-
duced by Santilli to help explain a number of outstanding problems in quantum
chemistry as well as in other areas of science such as astrophysics, has been applied
successfully in a number of physical situations. This new formalism has, for the first
time, provided an irreversible description of thermodynamics via an irreversible differ-
ential calculus together with the related mathematics. However, the associated thermo-
dynamics has not been considered so far. That defect is remedied here.

1 Introduction

For many years now, science has harboured the belief that
the theories of relativity and quantum mechanics offered the
means to solve all outstanding theoretical problems. One
person who has felt for many years that these theories are
not complete is Ruggero Santilli. He has devoted his life
to searching for extensions to these undoubtedly extremely
successful theories. He was driven to this by the realisation
that, despite a multitude of successes, a number of basic
issues remained unresolved by orthodox quantum chemistry.
Although a mountain of publications preceded it, the culmi-
nation of this work was presented in a monograph, Found-
ations of Hadronic Chemistry [1], which was produced in
an attempt to provide possible explanations for a number of
problems which had persisted for many years in the general
area of quantum chemistry. In this book, he suggests a ge-
neralisation, or covering, of quantum chemistry, under the
name “hadronic chemistry”, which appears to resolve many
of the outstanding problems. The suggested solution origin-
ates with the assumption that valence forces are nonlinear (in
the wavefunction), non-local, and of non-potential type due
to the deep overlapping of the wavepackets of valence elec-
trons in singlet coupling. In turn, this “valence force” may
not be represented quantitatively via conventional quantum
chemistry since the latter is linear, local and potential. The
covering of quantum chemistry for the invariant representa-
tion of the indicated new valence forces is based on a new
mathematics called “iso-mathematics”, which is itself based
on real-valued (hermitian), nowhere singular yet arbitrary
integro-differential units. Being, by fundamental assumption,
incapable of representation via a Hamiltonian, these new
valence forces are represented with the generalised integro-
differential units. In turn, the representation of the new val-
ence forces with a unit ensures the invariance of the theory,
since the unit is known to be the basic invariant. The provi-
sion of simple means, utilising non-unitary transforms, for
the construction of hadronic chemistry ensures that it differs

from conventional theories.
In addition, an invariant formulation of irreversibility

was presented also. The starting point for this was the histor-
ical legacy of Lagrange and Hamilton of representing irre-
versibility with the external terms in their celebrated equa-
tions — terms which are frequently ignored in modern ex-
positions of the subject. For reasons of consistency, Santilli
reformulates identically the original analytic equations in a
form admitting a Lie-admissible structure in the sense of the
American mathematician A. A. Albert. The formulation is
extended from the classical to all branches. In this way, irre-
versibility emerges as originating from the most elementary
levels of nature. Therefore, a possible resolution of the prob-
lem of reducing a macroscopic irreversible classical system
to a finite collection of elementary particles, all in reversible
conditions, is offered. This suggested formulation of irrever-
sibility is based on an additional new form of mathematics
known as “geno-mathematics”. This is characterised by two
real-valued, non-singular, non-symmetric, generalised units,
interconnected by hermitian conjugates, one of which is as-
sumed to characterise motion forward in time and the other,
motion backward in time. The differences between the basic
units for the two directions of time guarantee irreversibility
for all possible reversible Hamiltonians. Since all potential
interactions are reversible, these non-symmetric, generalised
units represent the interactions responsible for irreversibility
— namely, Lagrange’s and Hamilton’s external terms. This
second set of methods is intended for an invariant repre-
sentation of open irreversible processes, such as chemical
reactions, and is part of the so-called genotopic branch of
hadronic mechanics and chemistry.

However, the above generalisations were found not to
resolve problems relating to anti-matter. To resolve these
problems, it was found necessary to introduce yet more new
mathematics. These further forms of mathematics are anti-
isomorphic to the proposed iso- and geno-mathematics, have
their own channel of quantisation, and the operator images
are indeed antiparticles, defined as charge conjugates of con-
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ventional particles on a Hilbert space. As far as the applic-
ability of well-known thermodynamics’ results is concerned,
it is only the thermodynamics of anti-matter via Santilli’s
isodualities which has been considered [2]. It remains to
consider the position of the powerful thermodynamic results
in iso-mathematics and geno-mathematics.

2 Iso-thermodynamics

The basic rules for iso-mathematics are laid out clearly in
Santilli’s book [1] but what must be noted at the outset is the
importance of realising that in such typical thermodynamic
expressions as TdS, multiplication of T by dS is indicated.
Hence,

TdS=T × dS → T̂ ×̂d̂Ŝ → T × Î × K̂ × d̂Ŝ → T × d̂Ŝ ,

where
I → Î =

1

K̂
> 0 .

Then

T × dS → T × d̂Ŝ=T × Î × d
(
S × Î

)
= Î × TdS .

Hence, it follows immediately that,

dQ= dU + pdV → d̂Q̂= d̂Û + p̂× d̂V̂ → Î × dQ =

= Î × (dU + pdV )⇒ dQ= dU + pdV

and

dQ=TdS → d̂Q̂= T̂ ×̂d̂Ŝ → Î × dQ= Î × TdS ⇒

⇒ dQ=TdS .

This means that, within the iso-mathematical framework,
the equations representing the first and second laws of ther-
modynamics hold in their familiar forms. A moment’s con-
sideration indicates that other familiar thermodynamic rela-
tions will also retain the familiar forms; for example, the
Euler relation

TS=U + pV − μN ,

the Gibbs-Duhem relation

SdT − V dp+Ndμ=0 ,

and the expressions for the well-known thermodynamic po-
tentials

enthalpy: H = U + pV ,

Helmholtz Free Energy: F = U − TS,

Gibbs Free Energy: G = U + pV − TS.

3 Geno-thermodynamics

As far as the extension to include geno-mathematics is con-
cerned, the basic rules of manipulation are again laid out in
Santilli’s book [1]. Application of these leads, for the com-

bined first and second laws of thermodynamics, to

TdS= dU + pdV → T> > d>S>= d>U> + p> > d>V >

which becomes

(TI>) I>−1
[
I>−1d (SI>)

]
=TdS= I>−1d (UI>)+

+ (pI>) I>−1
[
I>−1d (V I>)

]
= dU + pdV .

However, here the genounit has been assumed constant.
If the genounit depends on local variables

dS → d>S>= I>−1d (SI>) = dS + SI>−1dI> ,

and similarly for dQ and dW . Hence, in these circumstances
the equation representing the second law takes the form

T> > d>S>= d>U> + p> > d>V > →

→ TdS + TSI>−1dI> =

= dU + UI>−1dI> + pdV + pV I>−1dI> ⇒

⇒ TdS= dU + pdV ,

since TS=U + pV .
Hence, even if the genounit does depend on local vari-

ables, the form of the equation representing a combination
of the first and second laws of thermodynamics retains its
familiar form. It may be noted that this is true of all the fun-
damental equations of thermodynamics when the extension
into geno-mathematics is considered, just as was the case for
iso-mathematics.

4 Conclusions

The end result of this discussion is simply to conclude that the
familiar results of thermodynamics remain valid in their fa-
miliar forms in both iso-mathematics and geno-mathematics.
These results all follow easily but are, nevertheless, impor-
tant in that it confirms that the various results of thermo-
dynamics may be used with confidence in conjunction with
both iso-mathematics and geno-mathematics. It is worth re-
membering, however, that Santilli’s new formalism achieves
an irreversible description of thermodynamics through an
irreversible differential calculus together with the related
mathematics. Although it is shown here that the familiar
thermodynamic results remain applicable in their familiar
forms, it should be noted that the overall new formalism
may be used to describe departures from the conventional
laws which appear in several areas of science. This overall
subject is relatively new and so the full extent of this claim
is simply not known at present. Hence, it is important to
embrace this new material with a truly open mind.

Further, it might be noted that, while a large number of
Santilli’s applications refer to what are essentially small sys-
tems and thermodynamics is a macroscopic theory, exactly
how thermodynamics will apply in these cases is not yet
completely clear. However, if a lead is taken from the work
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of Hill [3], it is readily seen that the familiar equations as
modified for application to these small systems remain valid
in both iso-mathematics and geno-mathematics.

Finally, it is worth realising that, for all its background as
a collection of “facts of experience”, thermodynamics in its
well-known form continues to be applicable in all situations
which arise for consideration. It is certainly a topic which
can lay claim to be at the very heart of physics.
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In this paper we present four possible extensions of Bell’s Theorem: Bayesian and
Fuzzy Bayesian intrepretation, Information Fusion interpretation, Geometric interpre-
tation, and the viewpoint of photon fluid as medium for quantum interaction.

1 Introduction

It is generally accepted that Bell’s theorem [1] is quite exact
to describe the linear hidden-variable interpretation of quan-
tum measurement, and hence “quantum reality”. Therefore
null result of this proposition implies that no hidden-variable
theory could provide good explanation of “quantum reality”.

Nonetheless, after further thought we can find that Bell’s
theorem is nothing more than another kind of abstraction
of quantum observation based on a set of assumptions and
propositions [7]. Therefore, one should be careful before
making further generalization on the null result from exper-
iments which are “supposed” to verify Bell’s theorem. For
example, the most blatant assumption of Bell’s theorem is
that it takes into consideration only the classical statistical
problem of chance of outcome A or outcome B, as result of
adoption of Von Neumann’s definition of “quantum logic”.
Another critic will be discussed here, i. e. that Bell’s theorem
is only a reformulation of statistical definition of correlation;
therefore it is merely tautological [5].

Therefore in the present paper we will discuss a few
plausible extension of Bell’s theorem:

(a) Bayesian and Fuzzy Bayesian interpretation.
(b) Information Fusion interpretation. In particular, we

propose a modified version of Bell’s theorem, which
takes into consideration this multivalued outcome, in
particular using the information fusion Dezert-
Smarandache Theory (DSmT) [2, 3, 4]. We suppose
that in quantum reality the outcome of P (A ∪B) and
also P (A ∩ B) shall also be taken into consideration.
This is where DSmT and Unification of Fusion Theor-
ies (UFT) could be found useful [2, 17].

(c) Geometric interpretation, using a known theorem con-
necting geometry and imaginary plane. In turn, this
leads us to 8-dimensional extended-Minkowski metric.

(d) As an alternative to this geometric interpretation, we
submit the viewpoint of photon fluid as medium for

∗Note: The notion “hronir wave” introduced here was inspired from
Borges’ Tlon, Uqbar, Orbis Tertius.

quantum interaction. This proposition leads us to
Gross-Piteavskii equation which is commonly used to
describe bose condensation phenomena. In turn we
provide a route where Maxwell equations and Schrödi-
nger equation could be deduced from Gross-Pitaevskii
equation by using known algebra involving bi-quater-
nion number. In our opinion, this new proposition pro-
vides us a physical mechanism of quantum interaction,
beyond conventional “quantum algebra” which hides
causal explanation.

By discussing these various approaches, we use an ex-
panded logic beyond “yes” or “no” type logic [3]. In other
words, there could be new possibilities to describe quantum
interaction: “both can be wrong”, or “both can be right”, as
described in Table 1 below.

In Belnap’s four-valued logic there are, besides Truth (T)
and Falsehood (F), also Uncertainty (U) and Contradiction
(C) but they are inter-related [30]. Belnap’s logic is a parti-
cular case of Neutrosophic Logic (which considers three
components: Truth, Falsehood, and Indeterminacy (I)) when
indeterminacy is split into Uncertainty and Contradiction. In
our article we have: Yes (Y), No (N), and Indeterminacy
(I, which means: neither Yes nor No), but Indeterminacy is
split into “both can be wrong” and “both can be right”.

It could be expected that a combined interpretation re-
presents multiple-facets of quantum reality. And hopefully it
could bring better understanding on the physical mechanism
beneath quantum measurement, beyond simple algebraic no-
tions. Further experiments are of course recommended in
order to verify or refute this proposition.

2 Bell’s theorem. Bayesian and fuzzy Bayesian inter-
pretation

Despite widespread belief of its ability to describe hidden-
variables of quantum reality [1], it shall be noted that Bell’s
theorem starts with a set of assumptions inherent in its for-
mulation. It is assumed that each pair of particles possesses
a particular value of λ, and we define quantity p (λ) so that
probability of a pair being produced between λ and λ+ dλ
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Alternative Bell’s theorem Implications Special relativity

QM is nonlocal Invalid Causality breaks down; Observer
determines the outcome

Is not always applicable

QM is local with hidden
variable

Valid Causality preserved; The moon
is there even without observer

No interaction can exceed the speed of
light

Both can be right Valid, but there is a way to
explain QM without violat-
ing Special Relativity

QM, special relativity and Max-
well electromagnetic theory can
be unified. New worldview shall
be used

Can be expanded using 8-dimensional
Minkowski metric with imaginary
plane

Both can be wrong Invalid, and so Special Rel-
ativity is. We need a new
theory

New nonlocal QM theory is re-
quired, involving quantum po-
tential

Is not always applicable

Table 1: Going beyond classical logic view of QM

is p (λ)dλ. It is also assumed that this is normalized so that:
∫
p (λ) dλ = 1 . (1)

Further analysis shows that the integral that measures the
correlation between two spin components that are at an angle
of (δ − φ) with each other, is therefore equal to C ′′(δ − φ).
We can therefore write:

|C ′′(φ)− C ′′(δ)| − C ′′(δ − φ) 6 1 (2)

which is known as Bell’s theorem, and it was supposed to
represent any local hidden-variable theorem. But it shall be
noted that actually this theorem cannot be tested completely
because it assumes that all particle pairs have been detected.
In other words, we find that a hidden assumption behind
Bell’s theorem is that it uses classical probability assertion
[12], which may or may be not applicable to describe Quan-
tum Measurement.

It is wothnoting here that the standard interpretation of
Bell’s theorem includes the use of Bayesian posterior proba-
bility [13]:

P (α |x) =
p (α) p (x |α)

∑
β p (β) p (x |β)

. (3)

As we know Bayesian method is based on classical two-
valued logic. In the meantime, it is known that the restriction
of classical propositional calculus to a two-valued logic has
created some interesting paradoxes. For example, the Barber
of Seville has a rule that all and only those men who do not
shave themselves are shaved by the barber. It turns out that
the only way for this paradox to work is if the statement is
both true and false simultaneously [14]. This brings us to
fuzzy Bayesian approach [14] as an extension of (3):

P (si|M) =
p (M |si) p (si)

p (M)
, (4)

where [14, p. 339]:

p (M |si) =
r∑

k=1

p (xk |si)μM (xk) . (5)

Nonetheless, it should also be noted here that there is
shortcoming of this Bayesian approach. As Kracklauer points
out, Bell’s theorem is nothing but a reformulation of statist-
ical definition of correlation [5]:

Corr (A,B) =
〈|AB|〉 − 〈A〉〈B〉
√
〈A2〉〈B2〉

. (6)

When 〈A〉 or 〈B〉 equals to zero and 〈A2〉〈B2〉=1 then
equation (6) reduces to Bell’s theorem. Therefore as such it
could be considered as merely tautological [5].

3 Information fusion interpretation of Bell’s theorem.
DSmT modification

In the context of physical theory of information [8], Barrett
has noted that “there ought to be a set theoretic language
which applies directly to all quantum interactions”. This is
because the idea of a bit is itself straight out of classical
set theory, the definitive and unambiguous assignment of
an element of the set {0, 1}, and so the assignment of an
information content of the photon itself is fraught with the
same difficulties [8]. Similarly, the problem becomes more
adverse because the fundamental basis of conventional stat-
istal theories is the same classical set {0, 1}.

Not only that, there is also criticism over the use of
Bayesian approach, i. e.: [13]

(a) In real world, neither class probabilities nor class den-
sities are precisely known;

(b) This implies that one should adopt a parametric model
for the class probabilities and class densities, and then
use empirical data.

(c) Therefore, in the context where multiple sensors can
be used, information fusion approach could be a better
alternative to Bayes approach.

In other words, we should find an extension to standard
proposition in statistical theory [8, p. 388]:
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P (AB |C) = P (A |BC)P (B |C) (7)

= P (B |AC)P (A |C) (8)

P (A |B) + P (Ā |B) = 1 . (9)

Such an extension is already known in the area of infor-
mation fusion [2], known as Dempster-Shafer theory:

m(A) +m(B) +m(A ∪B) = 1 . (10)

Interestingly, Chapline [13] noted that neither Bayesian
theory nor Dempster-Shafer could offer insight on how to
minimize overall energy usage in the network. In the mean-
time, Dezert-Smarandache (DSmT) [2] introduced further
improvement of Dempster-Shafer theory by taking into con-
sideration chance to observe intersection between A and B:

m(A) +m(B) +m(A ∪B) +m(A ∩B) = 1 . (11)

Therefore, introducing this extension from equation (11)
into equation (2), one finds a modified version of Bell’s the-
orem in the form:

|C ′′(φ)− C ′′(δ)| −

−C ′′(δ − φ) + C ′′(δ ∪ φ) + C ′′(δ ∩ φ) 6 1 ,
(12)

which could be called as modified Bell’s theorem according
to Dezert-Smarandache (DSmT) theory [2]. Its direct impli-
cations suggest that it could be useful to include more sen-
sors in order to capture various possibilities beyond simple
{0, 1} result, which is typical in Bell’s theorem.

Further generalization of DSmT theory (11) is known as
Unification of Fusion Theories [15, 16, 17]:

m(A) +m(B) +m(A ∪B) +m(A ∩B)+

+m(Ā) +m(B̄) +m(Ā ∪ B̄) +m(Ā ∩ B̄) = 1 ,
(13)

where Ā is the complement of A and B̄ is the complement
of B (if we consider the set theory).

(But if we consider the logical theory then Ā is the
negation of A and B̄ is the negation of B. The set theory and
logical theory in this example are equivalent, hence doesn’t
matter which one we use from them.) In equation (13) above
we have a complement/negation for A. We might define the
Ā as the entangle of particle A. Hence we could expect
to further extend Bell’s inequality considering UFT; non-
etheless we leave this further generalization for the reader.

Of course, new experimental design is recommended in
order to verify and to find various implications of this new
proposition.

4 An alternative geometric interpretation of Bell-type
measurement. Gross-Pitaevskii equation and the
“hronir wave”

Apart from the aforementioned Bayesian interpretation of
Bell’s theorem, we can consider the problem from purely
geometric viewpoint. As we know, there is linkage between

geometry and algebra with imaginary plane [18]:

x+ iy = ρeiφ. (14)

Therefore one could expect to come up with geometrical
explanation of quantum interaction, provided we could gen-
eralize the metric using imaginary plane:

X + iX ′ = ρeiφ . (15)

Interestingly, Amoroso and Rauscher [19] have proposed
exactly the same idea, i. e. generalizing Minkowski metric to
become 8-dimensional metric which can be represented as:

Zμ = Xμ
re + iX

μ
im = ρeiφ . (16)

A characteristic result of this 8-dimensional metric is that
“space separation” vanishes, and quantum-type interaction
could happen in no time.

Another viewpoint could be introduced in this regard,
i. e. that the wave nature of photon arises from “photon fluid”
medium, which serves to enable photon-photon interaction.
It has been argued that this photon-fluid medium could be
described using Gross-Pitaevskii equation [20]. In turns, we
could expect to “derive” Schrödinger wave equation from
the Gross-Pitaevskii equation.

It will be shown, that we could derive Schrödinger wave
equation from Gross-Pitaevskii equation. Interestingly,
a new term similar to equation (14) arises here, which then
we propose to call it “hronir wave”. Therefore one could
expect that this “hronir wave” plays the role of “invisible
light” as postulated by Maxwell long-time ago.

Consider the well-known Gross-Pitaevskii equation in
the context of superfluidity or superconductivity [21]:

i h̄
∂Ψ

∂t
= −

h̄2

2m
ΔΨ+

(
V (x)− γ |Ψ|p−1

)
Ψ, (17)

where p < 2N/(N−2) if N> 3. In physical problems, the
equation for p=3 is known as Gross-Pitaevskii equation.
This equation (17) has standing wave solution quite similar
to Schrödinger equation, in the form:

Ψ(x, t) = e−iEt/h̄ ∙ u(x) . (18)

Substituting equation (18) into equation (17) yields:

−
h̄2

2m
Δu+

(
V (x)− E

)
u = |u|p−1 u , (19)

which is nothing but time-independent linear form of Schrö-
dinger equation, except for term |u|p−1 [21]. In case the
right-hand side of this equation is negligible, equation (19)
reduces to standard Schrödinger equation. Using Maclaurin
series expansion, we get for (18):

Ψ(x, t)=

(

1−
iEt

h̄
+

(
iEt
h̄

)2

2!
+

(
− iEt

h̄

)3

3!
+ . . .

)

∙u(x) . (20)

Therefore we can say that standing wave solution of
Gross-Pitaevskii equation (18) is similar to standing wave
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solution of Schrödinger equation (u), except for nonlinear
term which comes from Maclaurin series expansion (20).
By neglecting third and other higher order terms of equation
(20), one gets an approximation:

Ψ(x, t) =
[
1− iEt/h̄

]
∙ u(x) . (21)

Note that this equation (21) is very near to hyperbolic
form z=x+ iy [18]. Therefore one could conclude that
standing wave solution of Gross-Pitaevskii equation is mere-
ly an extension from ordinary solution of Schrödinger equa-
tion into Cauchy (imaginary) plane. In other words, there
shall be “hronir wave” part of Schrödinger equation in order
to describe Gross-Pitaevskii equation. We will use this result
in the subsequent section, but first we consider how to derive
bi-quaternion from Schrödinger equation.

It is known that solutions of Riccati equation are loga-
rithmic derivatives of solutions of Schrödinger equation, and
vice versa [22]:

u′′ + vu = 0 . (22)

Bi-quaternion of differentiable function of x=(x1,x2,x3)
is defined as [22]:

Dq = −div(q) + grad(q0) + rot(q) . (23)

By using alternative representation of Schrödinger equa-
tion [22]: [

−Δ+ u
]
f = 0 , (24)

where f is twice differentiable, and introducing quaternion
equation:

Dq + q2 = −u . (25)

Then we could find q, where q is purely vectorial diffe-
rentiable bi-quaternion valued function [22].

We note that solutions of (24) are related to (25) as fol-
lows [22]:

• For any nonvanishing solution f of (24), its logarithm-
ic derivative:

q =
Df

f
, (26)

is a solution of equation (25), and vice versa [22].

Furthermore, we also note that for an arbitrary scalar
twice differentiable function f , the following equality is per-
mitted [22]:

[
−Δ+ u

]
f =

[
D +Mh

][
D −Mh

]
f , (27)

provided h is solution of equation (25).
Therefore we can summarize that given a particular solu-

tion of Schrödinger equation (24), the general solution redu-
ces to the first order equation [22, p. 9]:

[
D +Mh

]
F = 0 , (28)

where

h =
D
√
ε

ε
. (29)

Interestingly, equation (28) is equivalent to Maxwell eq-
uations. [22] Now we can generalize our result from the
preceding section, in the form of the following conjecture:

Conjecture 1 Given a particular solution of Schrödinger
equation (24), then the approximate solution of Gross-
Pitaevskii equation (17) reduces to the first order equation:

[
1− iEt/h̄

][
D +Mh

]
F = 0 . (30)

Therefore we can conclude here that there is neat linkage
between Schrödinger equation, Maxwell equation, Riccati
equation via biquaternion expression [22, 23, 24]. And ap-
proximate solution of Gross-Pitaevskii equation is similar to
solution of Schrödinger equation, except that it exhibits a
new term called here “the hronir wave” (30).

Our proposition is that considering equation (30) has im-
aginary plane wave, therefore it could be expected to pro-
vided “physical mechanism” of quantum interaction, in the
same sense of equation (14). Further experiments are of
course recommended in order to verify or refute this

5 Some astrophysical implications of Gross-Pitaevskii
description

Interestingly, Moffat [25, p. 9] has also used Gross-Pitaevskii
in his “phion condensate fluid” to describe CMB spectrum.
Therefore we could expect that this equation will also yield
interesting results in cosmological scale.

Furthermore, it is well-known that Gross-Pitaevskii equa-
tion could exhibit topologically non-trivial vortex solutions
[26, 27], which can be expressed as quantized vortices:

∮
p • dr = Nv 2πh̄ . (31)

Therefore an implication of Gross-Pitaevskii equation
[25] is that topologically quantized vortex could exhibit in
astrophysical scale. In this context we submit the viewpoint
that this proposition indeed has been observed in the form
of Tifft’s quantization [28, 29]. The following description
supports this assertion of topological quantized vortices in
astrophysical scale.

We start with standard definition of Hubble law [28]:

z =
δλ

λ
=
Hr

c
(32)

or

r =
c

H
z . (33)

Now we suppose that the major parts of redshift data
could be explained via Doppler shift effect, therefore [28]:

z =
δλ

λ
=
v

c
. (34)

In order to interpret Tifft’s observation of quantized red-
shift corresponding to quantized velocity 36.6 km/sec and
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72.2 km/sec, then we could write from equation (34):

δv

c
= δz = δ

(
δλ

λ

)

. (35)

Or from equation (33) we get:

δr =
c

H
δz . (36)

In other words, we submit the viewpoint that Tifft’s ob-
servation of quantized redshift implies a quantized distance
between galaxies [28], which could be expressed in the form:

rn = r0 + n (δr) . (35a)

It is proposed here that this equation of quantized distan-
ce (5) is resulted from topological quantized vortices (31),
and agrees with Gross-Pitaevskii (quantum phion condensa-
te) description of CMB spectrum [25]. Nonetheless, further
observation is recommended in order to verify the above
proposition.

Concluding remarks

In the present paper we review a few extension of Bell’s
theorem which could take into consideration chance to ob-
serve outcome beyond classical statistical theory, in parti-
cular using the information fusion theory. A new geometrical
interpretation of quantum interaction has been considered,
using Gross-Pitaevskii equation. Interestingly, Moffat [25]
also considered this equation in the context of cosmology.

It is recommended to conduct further experiments in
order to verify and also to explore various implications of
this new proposition, including perhaps for the quantum com-
putation theory [8, 13].
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The electromagnetic component waves, comprising together with their generating
oscillatory massless charge a material particle, will be Doppler shifted when the charge
hence particle is in motion, with a velocity v, as a mere mechanical consequence of
the source motion. We illustrate here that two such component waves generated in
opposite directions and propagating at speed c between walls in a one-dimensional
box, superpose into a traveling beat wave of wavelength Λd = v

c
Λ and phase velocity

c2/v + v which resembles directly L. de Broglie’s hypothetic phase wave. This phase
wave in terms of transmitting the particle mass at the speed v and angular frequency
Ωd=2πv/Λd, with Λd and Ωd obeying the de Broglie relations, represents a de
Broglie wave. The standing-wave function of the de Broglie (phase) wave and its
variables for particle dynamics in small geometries are equivalent to the eigen-state
solutions to Schrödinger equation of an identical system.

1 Introduction

As it stood at the turn of the 20th century, M. Planck’s
quantum theory suggested that energy (ε) is associated with
a certain periodic process of frequency (ν), ε=hν; and A.
Einstein’s mass-energy relation suggested the total energy of
a particle (ε) is connected to its mass (m), ε=mc2. Planck
and Einstein together implied that mass was associated with
a periodic process mc2=hν, and accordingly a larger ν with
a moving mass. Incited by such a connection but also a clash
with this from Einstein’s relativity theory which suggested
a moving mass is associated with a slowing-down clock
and thus a smaller ν, L. de Broglie put forward in 1923
[1] a hypothesis that a matter particle (moving at velocity
v) consists of an internal periodic process describable as a
packet of phase waves of frequencies dispersed about ν,
having a phase velocity W = ν

k = c
2/v, with c the speed

of light, and a group velocity of the phase-wave packet
equal to v. Despite the hypothetic phase wave appeared
supernatural and is today not held a standard physics notion,
the de Broglie wave has proven in modern physics to depict
accurately the matter particles, and the de Broglie relations
proven their fundamental relations.

So inevitably the puzzles with the de Broglie wave per-
sist, involving the hypothetic phase waves or not, and are
unanswered prior to our recent unification work [2]: What is
waving with a de Broglie wave and more generally Schrö-
dinger’s wave function? If de Broglie’s phase wave is indeed
a reality, what is then transmitted at a speed (W ) being c

v
times the speed of light c? How is the de Broglie (phase)
wave related to the particle’s charge, which if accelerated
generates according to Maxwell’s theory electromagnetic
(EM) waves of speed c, and how is it in turn related to the
EM waves, which are commonplace emitted or absorbed by

a particle which changes its internal state? In [2] we showed
that a physical model able to yield all of the essential prop-
erties of a de Broglie particle, in terms of solutions in a
unified framework of the three basic mechanics, is provided
by a single harmonic oscillating, massless charge +e or
−e (termed a vaculeon) and the resulting electromagnetic
waves. The solutions for a basic material particle generally
in motion, with the charge quantity (accompanied with a
spin) and energy of the charge as the sole inputs, predict ac-
curately the inertial mass, total wave function, total energy
equal to the mass times c2, total momentum, kinetic energy
and linear momentum of the particle, and that the particle
is a de Broglie wave, it obeys Newton’s laws of motion, de
Broglie relations, Schrödinger equation in small geometries,
Newton’s law of gravitation, and Galilean-Lorentz-Einstein
transformation at high velocities. In this paper we give a self-
contained illustration of the process by which the electro-
magnetic component waves of such a particle in motion
superpose into a de Broglie (phase) wave.

2 Particle; component waves; dynamic variables

A free massless vaculeon charge (q) endowed with a kinetic
energy Eq at its creation, being not dissipatable except in
a pair annihilation, will tend to move about in the vacuum,
and yet at larger displacement restored, fully if Eq below a
threshold, toward equilibrium by the potential field of the
surrounding dielectric vacuum being here polarized under
the charge’s own field [2]. As a result the charge oscillates
in the vacuum, at a frequency Ωq; once in addition uni-
directionally driven, it will also be traveling at a velocity
v here in a one-dimensional box of length L along X-axis
firstly in +X-direction. Let axis X ′ be attached to the mov-
ing charge, X ′=X − vT ; let v be low so that (v/c)2→ 0,

32 J. X. Zheng-Johansson, P.-I. Johansson. Developing de Broglie Wave



October, 2006 PROGRESS IN PHYSICS Volume 4

with c the velocity of light; accordingly T ′=T . The charge
will according to Maxwell’s theory generate electromagnetic
waves to both +X and −X-directions, being by the standard
solution a plane wave, given in dimensionless displacements
(of the medium or fields in it):

ϕ†(X ′, T ) = C1 sin
[
K†X ′ −Ω†T + α0

]
, (a)

ϕ‡(X ′, T ) = − C1 sin
[
K‡X ′ +Ω‡T − α0

]
, (b) (1)

where
[
K†

K‡

]
= lim(v/c)2→0

[
k†

k‡

]
=K ±Kd ,

[
k†

k‡

]
= K
1∓v/c

being wavevectors Doppler-shifted due to the source motion
from their zero-v value, K; Λ=2π/K, and Ω=cK; Ω=Ωq
for the classical electromagnetic radiation. On defining kd=
=
√
(k†−K)(K−k‡)=

(
v
c

)
k , with k= γK, γ= 1√

1−(v/c)2
,

we have at classic-velocity limit:

Kd = lim
(v/c)2→0

kd =
(v
c

)
K; (2)

[
Ω†

Ω‡

]
=
[
K†c
K‡c

]
=Ω±Kd c, and α0 is the initial phase. As-

suming Eq is large and radiated in J (� 1) wave periods if
without re-fuel, the wavetrain of ϕj of a length Lϕ= JL
will wind about the box L in J� 1 loops.

The electromagnetic wave ϕj of an angular frequency
ωj = kjc, j= † or ‡, has according to M. Planck a wave
energy εj = h̄ωj , with 2πh̄ the Planck constant. The waves
are here the components of a particle; the geometric mean of
their wave energies,

√
ε†ε‡= h̄

√
ω†ω‡= γh̄Ω gives thereby

the total energy of the particle. εv = γh̄Ω− h̄Ω= 1
2 h̄Ωd

[
1+

+ 3
4 (
v
c )
2+ . . .

]
gives further the particle’s kinetic energy and

in a similar fashion its linear momentum pv (see [2]), and

Ev = lim(v/c)2→0 εv =
1
2 h̄
(
v
c

)2
Ω , (3)

Pv = lim(v/c)2→0 pv =
√
2m0Ev = h̄

(
v
c

)
K . (4)

The above continues to indeed imply as L. de Broglie
noted that a moving mass has a larger γΩ/2π (= ν), and
thus a clash with the time-dilation of Einstein’smoving clock.
This conflict however vanishes when the underlying physics
becomes clear-cut [2, 2006c].

3 Propagating total wave of particle

A tagged wave front of say ϕ†(X ′, T ) generated by the
vaculeon charge, of v > 0, to its right at location X ′ at time
T , will after a round-trip of distance 2L in time δT =2L/c
return from left and propagate again to the right to X ′ at time
T ∗=T+δT . Here it gains a total extra phase α′=K2L+2π

due to 2L (with (K†+K‡)
2 =K) and the twice reflections at

the massive walls, and becomes

ϕ†
r(X

′, T ∗) = C1 sin
[
K†X ′ −Ω†T + α0 + α

′
]
. (1a)′

ϕ†
r meets ϕ†(X ′, T ∗) just generated to the right, an ident-

ical wave except for an α′, and superposes with it to a

X

Y ϕ ;     ϕ † ‡

c
T'=0 v X

Y ψ;     Ψ
W

~~

v

T'=Γ
8

T'=2Γ
8

T'=3Γ
8

L=Λ
d-L/2 L/2

T'=4Γ
8

(a)

L=Λ
d-L/2 L/2

(b)

Fig. 1: (a) The time development of electromagnetic waves with
wave speed c and wavelength Λ, ϕ† generated to the right of (1a)′

and ϕ‡ to the left of (1b) by a charge (	) traveling at velocity v
in +X direction in a one-dimensional box of side L. (b) ϕ† and
ϕ‡ superpose to a beat, or de Broglie phase wave ψ̃ of (5) tra-
veling at phase velocity W ' c2

v
, of wavelength Λd. For the plot:

Λ = 0.067Λd, and α0 = −π
2
; T ′ = T − Γ

4
; v = ( Λ

Λd
)c� c.

maximum if assuming K2L=N2π, N =0, 1, . . . , returning
the same ϕ† (assuming normalized). Meanwhile, ϕ†

r(X
′, T ∗)

meets ϕ‡(X ′
1, T

∗) just generated to the left (Fig. 1a) and
superposes with it as ψ̃=ϕ†

r + ϕ
‡. Using the trigonometric

identity (TI), denoting ψ̃ (X ′, T )= ψ̃ (X ′, T ∗), this is
ψ̃ (X ′, T )= 2C1 cos(KX

′−KdcT ) sin(KdX
′−ΩT +α0).

With X ′=X − vT , we have on the X-axis:

ψ̃ (X,T ) = Φ̃ (X,T ) Ψ̃ (X,T ) , (5)

Φ̃ (X,T ) = 2C1 cos(KX − 2Kd cT ) , (6)

Ψ̃ (X,T ) = sin
[
KdX − (Ω +Ωd)T + α0

]
, (7)

where Kv=Kd c, and

Ωd=Kd v=
(v
c

)2
Ω . (8)

ψ̃ expressed by (5) is a traveling beat wave, as plotted
versus X in Fig. 1b for consecutive time points during Γ/2,
or Fig. 2a during Γd/2. ψ̃ is due to all the component
waves of the particle while its charge is moving in one direc-
tion, and thus represents the (propagating) total wave of the
particle, to be identified as a de Broglie phase wave below.

ψ̃ has one product component Φ̃ oscillating rapidly on
the X-axis with the wavelength Λ=2π/K, and propagat-
ing at the speed of light c at which the total wave energy is
transported. The other, Ψ̃ , envelops about Φ̃, modulating it
into a slow varying beat ψ̃ which has a wavevector, wave-
length and angular frequency given by:

Kb=Kd , Λb=
2π

Kb
=
2π

Kd
=Λd , Ωb=Ω+Ωd ; (9)

where Λd=
( c
v

)
Λ . (10)
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As follows (9), the beat ψ̃ travels at the phase velocity

W =
Ωb
Kb

=
Ω

Kd
+ v =

( c
v

)
c+ v . (11)

4 De Broglie wave

Transmitted along with its beat wave, of a wavelength Λd,
with Kd=2π/Λd, is the mass of the particle at the velocity
v. The beat wave conjoined with its transportation of the
particle’s mass represents thereby a periodic process of the
particle, of a wavelength and wavevector equal to Λd andKd

of the beat wave. Kd and v define for the particle dynamics
an angular frequency, Kd v=Ωd, as expressed by (8). Com-
bining (10) and (4), and (8) and (3) respectively yield just
the de Broglie relations:

Pv = h̄Kd ; (12) Ev =
1

2
h̄Ωd . (13)

Accordingly Kd, Λd, and Ωd represent the de Broglie
wave-vector, wavelength and angular frequency. The beat
wave ψ̃ of a phase velocity W resembles thereby the de
Broglie phase wave and it in the context of transmitting the
particle mass represents the de Broglie wave of the particle.

5 Virtual source. Reflected total particle wave

At an earlier time T1=T −ΔT , at a distance L advancing
its present location X , with ΔT =L/v, the actual charge
was traveling to the left, let axis X ′′(=X + vT ) be fixed
to it. This past-time charge, said being virtual, generated
at location X ′′ at time T1 similarly one component wave
ϕ†vir(X ′′, T ∗1 ) to the right, which after traversing 2L returned
from left to X ′′ at time T ∗1 =T1+ δT as ϕ†vir

r (X
′′, T ∗1 )=

=C1 sin(K
†
−vX

′′−Ω†
−vT

∗
1+α0+α

′), where K†
−v =K−Kd,

K‡
−v =K +Kd, and Ωj−v =K

j
−v c are the Doppler shifted

wavevectors and angular frequencies; α′=(2N+1)π as
earlier. Here at X ′′ and T ∗1 , ϕ†vir

r meets the wave the virtual
charge just generated to the left, ϕ‡vir(X ′′, T ∗1 )=−C1×
× sin(K‡

−vX
′′ + Ω†

−vT
∗
1 − α0), and superpose with it to

ψ̃vir(X,T ∗1 ) = ϕ†vir
r + ϕ‡vir = 2C1 cos(KX

′′ + Kd cT1)×
× sin

[
−KdX

′′−2ΩT1 − α0
]
.

With J� 1 and being nondamping, ψ̃vir will be looping
continuously, up to the present time T . Its present form
ψ̃vir(X ′′, T ) is then as if just produced by the virtual charge
at time T but at a location of a distance L advancing the
actual charge; it accordingly has a phase advance β=

=
(K†−K†

−v)

2 L=KdL relative to ψ̃ (the phase advance in
time yields no never feature). Including this β, using TI and
with some algebra, ψ̃vir(X ′′, T ) writes on axis X as

ψ̃vir(X,T ) = Φ̃vir(X,T ) Ψ̃ vir(X,T ) , (14)

Φ̃vir(X,T ) = 2C1 cos
[
(KX + 2Kd cT

]
, (15)

Ψ̃ vir(X,T ) = − sin
[
KdX + (Ω +Ωd)T + α0 + β

]
. (16)

X
W

ψ(X,T)~
~virψ (X,T)

Y

vT'=0
X

Y ψ(X,T);
Ψ(X,T)

v

T'=
Γd
16

T'=
2Γd
16

T'=3Γd
16

-L/2 L/2
L=Λ

d

T'=4Γd
16

(a)
-L/2 L/2

L=Λ
d

(b)

Fig. 2: (a) The beat waves ψ̃ traveling at a phase velocity W to
the right as in Fig. 1b and ψ̃vir at −W to the left, of a wavelength
Λd, due to the right- and left- traveling actual and virtual sources
respectively. (b) ψ̃ and ψ̃vir superpose to a standing beat or de
Broglie phase wave ψ of wavelength Λd, angular frequency ∼ Ω.
Along with the ψ process, the particle’s center of mass (	) is
transported at the velocity v, of a period 2π

Ωd
= Λd/v.

ψ̃vir of the virtual or reflected charge is seen to be simi-
larly a traveling beat or de Broglie phase wave to the left of
a phase velocity −W and wave parameters Kb, Λb and Ωb
as of (9).

6 Standing total wave and de Broglie wave

Now if KdL(= β) = nπ, i. e.

Kdn =
nπ

L
, n = 1, 2, . . . , (17)

and accordingly Λdn = 2L
n , then ψ̃vir and ψ̃ superposed onto

themselves from different loops are each a maximum. Also
at (X,T ), ψ̃vir and ψ̃ meet and superpose, as ψ= ψ̃+ ψ̃vir=
= Φ̃ Ψ̃ + Φ̃virΨ̃ vir. On the scale of Λd, or Kd, the time varia-
tions in Φ̃ and Φ̃vir are higher-order ones; thus for K�Kd,
we have to a good approximation Φ̃ (X,T ) ' Φ̃vir(X,T ) '
' 2C1 cos(KX)=F (X) and ψ (X,T )=F (X)

[
Ψ̃+ Ψ̃ vir

]
=

=C4 cos(KX) sin
[
(Ω+Ωd)T

]
cos(KdX+α0); C4=4C1.

As a mechanical requirement at the massive walls,

ψ (0, T ) = ψ (L, T ) = 0 . (18)

Condition (18) requires α0 = −π
2 ; ψ is thus now

ψ (X,T ) = Φ (X,T ) ΨX(X) ; (19)

ΨX(X) = sin (KdX) , (20)

Φ (X,T ) = C4 cos(KX) sin
[
(Ω +Ωd)T

]
. (21)
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ψ of (18) is a standing beat or standing de Broglie phase
wave; it includes all of the component waves due to both the
actual and virtual charges and hence represents the (standing)
total wave of the particle.

7 Eigen-state wave function and variables

Equation (13) showed the particle’s kinetic energy is trans-
mitted at the angular frequency 1

2Ωd, half the value Ωd for
transporting the particle mass, and is a source motion effect
of order ( vc )

2. This is distinct from, actually exclusive of,
the source motion effect, of order v, responsible for the
earlier beat wave formation. We here include the order ( vc )

2

effect only simply as a multiplication factor to ψ, and thus
have ψ′=ψ (X,T ) e−i

1
2 h̄ΩdT which describes the particle’s

kinetic energy transmission. Furthermore, in typical applica-
tions K�Kd, Ω�Ωd; thus on the scale of (Kd, Ωd), we
can to a good approximation ignore the rapid oscillation in
Φ of (21), and have

Φ(X,T ) ' C4 ≡ constant (21)′

and ψ(X,T )=CΨX(X). The time-dependent wave function,

in energy terms, is thus Ψ (X,T )=ψ′(X,T )=ψe−i
Ωd
2 T =

= CΨX(X)e
−i

Ωd
2 T , or

Ψ (X,T ) = C sin(KdX) e
−i 12ΩdT , (22)

where C= 1∫ L
0
ψ2dX

=

√
2/L

C4
is a normalization constant. With

(17) for Kdn in (12)–(13), for a fixed L we have the permit-
ted dynamic variables

Pvn =
nh̄π

L
, (23) Evn =

n2h̄2π2

2ML2
, (24)

where n=1, 2, . . . These dynamic variables are seen to be
quantized, pronouncingly for L not much greater than Λd,
as the direct result of the standing wave solutions. As shown
for the three lowest energy levels in Fig. 3a, the permitted
Ψ (X), ≡ Ψ(X,T0) with T0 a fixed time point, describing
the envelopes (dotted lines) of ψ (X) ≡ ψ (X,T0) which
rapid oscillations have no physical consequence to the par-
ticle dynamics, are in complete agreement with the corre-
sponding solution of Schrödinger equation for an identical
system, ΨS(X), indicated by the same dotted lines.

The total wave of a particle, hence its total energy, mass,
size, all extend in (real) space throughout the wave path. A
portion of the particle, hence the probability of finding the
particle, at a given position X in real space is proportional
to the wave energy stored in the infinitesimal volume at
X , E(X)=B

(
ψ (X)

)2
, with B a conversion constant [2],

ψ (X) as shown in Fig. 3b.
With (23) in ΔPv =Pv.n+1−Pv.n we haveΔPv 2L=h,

which reproduces Heisenberg’s uncertainty relation. It fol-
lows from the solution that the uncertainty in finding a par-
ticle in real space results from the particle is an extensive

0

1n=1

Ψ (X)ψ(X); Ψ(X)S

(a)

0

1
ψ2(X);

SΨ2(X)
Ψ2(X)(b)

0

1n=2
0

1

-1

0

1

L=Λ
d1

/2

X

n=3

-1

0

1

L=Λ
d1

/2

X

Fig. 3: (a) The total wave of particle ψ(X) of (19) with rapid
oscillation, and the de Broglie wave Ψ(X) as the envelop, for three
lowest energy levels n=1, 2, 3; Ψ coincides with Schrödinger
eigen-state functions ΨS . (b) The corresponding probabilities.

wave over L, and in momentum space from the standing
wave solution where waves interfering destructively are can-
celled and inaccessible to an external observer.

8 Concluding remarks

We have seen that the total wave superposed from the elect-
romagnetic component waves generated by a traveling oscil-
latory vaculeon charge, which together make up our particle,
has actually the requisite properties of a de Broglie wave. It
exhibits in spatial coordinate the periodicity of the de Broglie
wave, by the wavelength Λd, facilitated by a beat or de
Broglie phase wave traveling at a phase velocity ∼ c2/v, with
the beat in the total wave resulting naturally from the source-
motion resultant Doppler differentiation of the electromag-
netic component waves. Λd conjoined with the particle’s
center-of-mass motion leads to a periodicity of the de Broglie
wave on time axis, the angular frequency Ωd. The Λd and Ωd
obey the de Broglie relations. The particle’s standing wave
solutions in confined space agree completely with solutions
for Schrödinger equation for an identical system.
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The Classical Theory of Fields Revision Project (CTFRP):

Collected Papers Treating of Corrections to the Book
“The Classical Theory of Fields” by L. Landau and E. Lifshitz

CALL FOR PAPERS

The “Course in Theoretical Physics” by L.Landau and E.Lif-
shitz has for decades served as a set of outstanding textbooks
for students and reference for researchers. Many continue to
learn their basic physics from this lucid and extensive expo-
sition of physical theory and relevant mathematical methods.

The second volume of this series of texts, “The Classical
Theory of Fields”, is a mainstay source for physicists learn-
ing or conducting research in General Relativity∗. However,
it has been realised over the years that “The Classical Theory
of Fields” contains a number of serious theoretical errors.
The errors are in general not peculiar to this book alone, but
are fundamental misconceptions that appear routinely in all
textbooks on General Relativity, without exception.

Save for the errors alluded to above, “The Classical The-
ory of Fields” remains an authoritative and skilful exposition
of Einstein’s theory of gravitation. To enhance its already
great standing in the scientific literature, the Editorial Board
of Progress in Physics proposes a series of papers dealing
with corrections of the now obsolete, although rather stand-
ard, erroneous arguments contained in “The Classical Theory
of Fields”. Any person interested in contributing to this pro-
ject is invited to submit, for the consideration of the Editorial
Board, a paper correcting one or more errors in the book. All
papers will undergo review just as any research paper, and
be published in Progress in Physics if accepted.

It is envisaged that accepted papers will also be collected
together as a supplementary pamphlet to “The Classical The-
ory of Fields”, which will be made available free as a down-
load from the Progress in Physics website. Each author’s
contribution will bear the author’s name, just like any re-
search paper. All authors must agree to free dissemination in
this fashion as a condition of contribution.

Should the pamphlet, at any future time, be considered

∗The first edition of “The Classical Theory of Fields” was completed
in 1939, and originally published in Russian. Four revised editions of
the book were later published in English in 1951, 1962, 1971, and 1975.
(After Landau was severely injured in a car crash in 1962, Lifshitz alone
expanded upon subsequent editions.) As a result the volume of the fourth
edition doubled the volume of the first edition. Lifshitz, until his death
in 1985, introduced numerous corrections, which are also included in the
reprints. “The Classical Theory of Fields” was translated from the Russian,
in all its editions, by Prof. Morton Hamermesh (University of Minnesota).
Reprints of “The Classical Theory of Fields” are produced by Butterworth-
Heinemann (Elsevier) almost annually.

by the Publisher’s of the “Course in Theoretical Physics”, or
any other publisher besides Progress in Physics, as a pub-
lished supplement packaged with the “Course in Theoretical
Physics”, all authors will be notified and can thereafter ne-
gotiate, if they wish, issues of royalties with the publisher
directly. Progress in Physics will still reserve the right to
provide the supplementary pamphlet free, from its website,
irrespective of any other publication of the supplementary
pamphlet by the publishers of the “Course in Theoretical
Physics” or any other publisher. No author shall hold Prog-
ress in Physics, its Editorial Board or its Servants and Agents
liable for any royalties under any circumstances, and all con-
tributors will be required to sign a contract with Progress in
Physics to that effect, so that there will be no dispute as
to terms and conditions. The Editorial Board of Progress in
Physics shall reserve all rights as to inclusion or rejection of
contributions.

Those interested in making a contribution should express
that interest in an email to the Editors of Progress in Physics
who manage this project.

Dmitri Rabounski, Editor-in-Chief
Stephen J. Crothers, Associate Editor

(the CTFRP organisers )
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Using phion condensate model as described by Moffat [1], we consider a plausible
explanation of (Tifft) intrinsic redshift quantization as described by Bell [6] as result
of Hall effect in rotating frame. We also discuss another alternative to explain redshift
quantization from the viewpoint of Weyl quantization, which could yield Bohr-
Sommerfeld quantization.

1 Introduction

In a recent paper by Moffat [1] it is shown that quantum
phion condensate model with Gross-Pitaevskii equation
yields an approximate fit to data corresponding to CMB
spectrum, and it also yields a modified Newtonian accelera-
tion law which is in good agreement with galaxy rotation
curve data. It seems therefore interesting to extend further
this hypothesis to explain quantization of redshift, as shown
by Tifft et al. [2, 6, 7]. We also argue in other paper that
this redshift quantization could be explained as signature
of topological quantized vortices, which also agrees with
Gross-Pitaevskiian description [3, 5].

Nonetheless, there is remaining question in this quantiz-
ed vortices interpretation, i. e. how to provide explanation
of “intrinsic redshift” argument by Bell [6]. In the present
paper, we argue that it sounds reasonable to interpret the
intrinsic redshift data from the viewpoint of rotating Hall
effect, i. e. rotational motion of clusters of galaxies exhibit
quantum Hall effect which can be observed in the form
of “intrinsic redshift”. While this hypothesis is very new,
it could be expected that we can draw some prediction,
including possibility to observe small “blue-shift” effect ge-
nerated by antivortex part of the Hall effect [5a].

Another possibility is to explain redshift quantization
from the viewpoint of Weyl-Moyal quantization theory [25].
It is shown that Schrödinger equation can be derived from
Weyl approach [8], therefore quantization in this sense comes
from “graph”-type quantization. In large scale phenomena
like galaxy redshift quantization one could then ask whether
there is possibility of “super-graph” quantization.

Further observation is of course recommended in order
to verify or refute the propositions outlined herein.

2 Interpreting quantized redshift from Hall effect.
Cosmic String

In a recent paper, Moffat [1, p. 9] has used Gross-Pitaevskii
in conjunction with his phion condensate fluid model to

describe CMB spectrum data. Therefore we could expect
that this equation will also yield interesting results in gala-
xies scale. See also [1b, 1c, 13] for other implications of
low-energy phion fluid model.

Interestingly, it could be shown, that we could derive
(approximately) Schrödinger wave equation from Gross-
Pitaevskii equation. We consider the well-known Gross-
Pitaevskii equation in the context of superfluidity or super-
conductivity [14]:

ih̄
∂Ψ

∂t
= −

h̄2

2m
ΔΨ+

(
V (x)− γ |Ψ|p−1

)
Ψ, (1)

where p < 2N/(N − 2) if N > 3. In physical problems, the
equation for p = 3 is known as Gross-Pitaevskii equation.
This equation (1) has standing wave solution quite similar to
solution of Schrödinger equation, in the form:

Ψ(x, t) = e−iEt/h̄ ∙ u(x) (2)

Substituting equation (2) into equation (1) yields:

−
h̄2

2m
Δu+

(
V (x)− E

)
u = |u|p−1 u , (3)

which is nothing but a time-independent linear form of
Schrödinger equation, except for term |u|p−1 [14]. If the
right-hand side of this equation is negligible, equation (3)
reduces to standard Schrödinger equation.

Now it is worth noting here that from Nottale et al. we
can derive a gravitational equivalent of Bohr radius from ge-
neralized Schrödinger equation [4]. Therefore we could also
expect a slight deviation of this gravitational Bohr radius in
we consider Gross-Pitaevskii equation instead of generalized
Schrödinger equation.

According to Moffat, the phion condensate model im-
plies a modification of Newtonian acceleration law to be-
come [1, p. 11]:

a(r) = −
G∞M

r2
+K

exp (−μφr)
r2

(1 + μφr) , (4)
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where

G∞ = G

[

1 +

√
M0

M

]

. (5)

Therefore we can conclude that the use of phion con-
densate model implies a modification of Newton gravitation-
al constant, G, to become (5). Plugging in this new equation
(5) into a Nottale’s gravitational Bohr radius equation [4]
yields:

rn ≈ n2
GM

v20

[

1 +

√
M0

M

]

≈ χ ∙ n2
GM

v20
, (6)

where n is integer (1,2,3 . . . ) and:

χ =

[

1 +

√
M0

M

]

. (7)

Therefore we conclude that — provided the higher order
Yukawa term of equation (4) could be neglected — one has
a modified gravitational Bohr-radius in the form of (6). It
can be shown (elsewhere) that using similar argument one
could expect to explain a puzzling phenomenon of receding
Moon at a constant rate of ±1.5′′ per year. And from this
observed fact one could get an estimate of this χ factor. It
is more interesting to note here, that a number of coral reef
data also seems to support the same idea of modification
factor in equation (5), but discussion of this subject deserves
another paper.

A somewhat similar idea has been put forward by Mas-
reliez [18] using the metric:

ds2 = eαβ
[
dx2 + dy2 + dz2 − (icdt)2

]
. (8)

Another alternative of this metric has been proposed by
Socoloff and Starobinski [19] using multi-connected hyper-
surface metric:

ds2 = dx2 + e−2x (dy2 + dz2) (9)

with boundaries: e−x = Λ.
Therefore one can conclude that the use of phion con-

densate model has led us to a form of expanding metric,
which has been discussed by a few authors.

Furthermore, it is well-known that Gross-Pitaevskii eq-
uation could exhibit topologically non-trivial vortex solu-
tions [4, 5], which also corresponds to quantized vortices:

∮
p ∙ dr = Nv 2πh̄ . (10)

Therefore an implication of Gross-Pitaevskii equation
[1] is that topologically quantized vortex could exhibit in
astrophysical scale. In this context we submit the viewpoint
that this proposition indeed has been observed in the form
of Tifft’s redshift quantization [2, 6]:

δr =
c

H
δz . (11)

In other words, we submit the viewpoint that Tifft’s ob-
servation of quantized redshift implies a quantized distance
between galaxies [2, 5], which could be expressed in the
form:

rn = r0 + n(δr) , (12)

where n is integer (1,2,3, . . . ) similar to quantum number.
Because it can be shown using standard definition of Hubble
law that redshift quantization implies quantized distance
between galaxies in the same cluster, then one could say
that this equation of quantized distance (11) is a result of
topological quantized vortices (9) in astrophysical scale [5];
and it agrees with Gross-Pitaevskii (quantum phion condens-
ate) description of CMB spectrum [1]. It is perhaps more
interesting if we note here, that from (11) then we also get
an equivalent expression of (12):

c

H
zn =

c

H
z0 + n

( c
H
δz
)

(13)

or
zn = z0 + n(δz) (14)

or

zn = z0

[

1 + n

(
δz

z0

)]

. (15)

Nonetheless, there is a problem here, i. e. how to explain
intrinsic redshift related to Tifft quantization as observed in
Fundamental Plane clusters and also from various quasars
data [6, 6a]:

ziQ = zf
[
N − 0.1MN

]
(16)

where zf=0.62 is assumed to be a fundamental redshift con-
stant, and N (=1, 2, 3 . . . ), and M is function of N [6a].
Meanwhile, it is interesting to note here similarity between
equation (15) and (16). Here, the number M seems to play
a rôle similar to second quantum number in quantum
physics [7].

Now we will put forward an argument that intrinsic red-
shift quantization (16) could come from rotating quantum
Hall effect [5a].

It is argued by Fischer [5a] that “Hall quantization is
of necessity derivable from a topological quantum number
related to this (quantum) coherence”. He used total particle
momentum [5a]:

p = mv +mΩ× r + qA . (17)

The uniqueness condition of the collective phase repre-
sented in (9) then leads, if we take a path in the bulk of el-
ectron liquid, for which the integral of mv can be neglected,
to the quantization of the sum of a Sagnac flux, and the
magnetic flux [5a]:

Φ = q

∮
A ∙ dr +m

∮
Ω× r ∙ dr =

=

∫∫
B ∙ dS = Nv 2πh̄ .

(18)
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This flux quantization rule corresponds to the fact that a
vortex is fundamentally characterised by the winding number
N alone [5a]. In this regard the vortex could take the form of
cosmic string [22]. Now it is clear from (15) that quantized
vortices could be formed by different source of flux.

After a few more reasonable assumptions one could
obtain a generalised Faraday law, which in rotating frame
will give in a non-dissipative Hall state the quantization of
Hall conductivity [5a].

Therefore one could observe that it is quite natural to
interpret the quantized distance between galaxies (11) as an
implication of quantum Hall effect in rotating frame (15).
While this proposition requires further observation, one
could think of it in particular using known analogy between
condensed matter physics and cosmology phenomena [10,
22]. If this proposition corresponds to the facts, then one
could think that redshift quantization is an imprint of gene-
ralized quantization in various scales from microphysics to
macrophysics, just as Tifft once put it [2]:

“The redshift has imprinted on it a pattern that appears
to have its origin in microscopic quantum physics, yet
it carries this imprint across cosmological boundaries”.

In the present paper, Tifft’s remark represents natural im-
plication of topological quantization, which could be formed
at any scale [5]. We will explore further this proposition in
the subsequent section, using Weyl quantization.

Furthermore, while this hypothesis is new, it could be ex-
pected that we can draw some new prediction, for instance,
like possibility to observe small “blue-shift” effect generated
by the Hall effect from antivortex-galaxies [23]. Of course,
in order to observe such a “blue-shift” one shall first exclude
other anomalous effects of redshift phenomena [6]. (For in-
stance: one could argue that perhaps Pioneer spacecraft ano-
maly’s blue-shifting of Doppler frequency may originate
from the same effect as described herein.)

One could expect that further observation in particular
in the area of low-energy neutrino will shed some light on
this issue [20]. In this regard, one could view that the Sun
is merely a remnant of a neutron star in the past, therefore
it could be expected that it also emits neutrino similar to
neutron star [21].

3 An alternative interpretation of astrophysical quanti-
zation from Weyl quantization. Graph and quanti-
zation

An alternative way to interpret the above proposition con-
cerning topological quantum number and topological quan-
tization [5a], is by using Weyl quantization.

In this regards, Castro [8, p. 5] has shown recently that
one could derive Schrödinger equation from Weyl geometry
using continuity equation:

∂ρ

∂t
+

1
√
g
∂i
(√
gρvi

)
(19)

and Weyl metric:

RWeyl = (d− 1)(d− 2)
(
AkA

k
)
− 2(d− 1) ∂kAk . (20)

Therefore one could expect to explain astrophysical
quantization using Weyl method in lieu of using generalised
Schrödinger equation as Nottale did [4]. To our knowledge
this possibility has never been explored before elsewhere.

For instance, it can be shown that one can obtain Bohr-
Sommerfeld type quantization rule from Weyl approach [24,
p. 12], which for kinetic plus potential energy will take the
form:

2πNh̄ =

∞∑

j=0

h̄jSj(E) , (21)

which can be solved by expressing E=
∑
h̄kEk as power

series in h̄ [24]. Now equation (10) could be rewritten as
follows:

∮
p ∙ dr = Nv 2πh̄ =

∞∑

j=0

h̄jSj (E) . (22)

Or if we consider quantum Hall effect, then equation (18)
can be used instead of equation (10), which yields:

Φ = q

∮
A ∙ dr +m

∮
Ω× r ∙ dr =

=

∫∫
B ∙ dS =

∞∑

j=0

h̄jSj (E) .
(23)

The above method is known as “graph kinematic” [25]
or Weyl-Moyal’s quantization [26]. We could also expect to
find Hall effect quantization from this deformation quantiza-
tion method.

Consider a harmonic oscillator, which equation can be
expressed in the form of deformation quantization instead of
Schrödinger equation [26]:
((
x+

ih̄

2
∂p

)2
+
(
p−

ih̄

2
∂x

)2
− 2E

)

f (x, p) = 0 . (24)

This equation could be separated to become two simple
PDEs. For imaginary part one gets [26]:

(x∂p − p∂x) f = 0 . (25)

Now, considering Hall effect, one can introduce our defi-
nition of total particle momentum (17), therefore equation
(25) may be written:

(
x∂p − (mv +mΩ× r + qA) ∂x

)
f = 0 . (26)

Our proposition here is that in the context of deformation
quantization it is possible to find quantization solution of
harmonic oscillator without Schrödinger equation. And
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because it corresponds to graph kinematic [25], generalized
Bohr-Sommerfeld quantization rule for quantized vortices
(22) in astrophysical scale could be viewed as signature of
“super-graph”quantization.

This proposition, however, deserves further theoretical
considerations. Further experiments are also recommended
in order to verify and explore further this proposition.

Concluding remarks

In a recent paper, Moffat [1] has used Gross-Pitaevskii in his
“phion condensate fluid” to describe CMB spectrum data.
We extend this proposition to explain Tifft redshift quanti-
zation from the viewpoint of topological quantized vortices.
In effect we consider that the intrinsic redshift quantization
could be interpreted as result of Hall effect in rotating frame.

Another alternative to explain redshift quantization is
to consider quantized vortices from the viewpoint of Weyl
quantization (which could yield Bohr-Sommerfeld quanti-
zation).

It is recommended to conduct further observation in
order to verify and also to explore various implications of
our propositions as described herein.
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Recent theoretical works have concentrated on calculating the Casimir effect in curved
spacetime. In this paper we outline the forward problem of metrical variation due
to the Casimir effect for spherical geometries. We consider a scalar quantum field
inside a hollow superconducting sphere. Metric equations are developed describing
the evolution of the scalar curvature after the sphere transitions to the normal state.

1 Introduction

The classical Casimir effect [1, 2] may be viewed as vacuum
reduction by mode truncation where the presence of conduct-
ing boundaries, or capacitor plates, excludes vacuum modes
with wavelengths longer than the separation between the
conductors. The exclusion of longer wavelengths results in
a lower vacuum pressure between the plates than in external
regions. The resulting pressure difference, or Casimir force,
may act to push the conductors together, effectively collaps-
ing the reduced vacuum phase. This tiny force has been
measured experimentally [3, 4] in agreement with the pre-
dictions of quantum electrodynamics. Boyer gives the first
detailed treatment of the vacuum modes inside a conducting
sphere [5] with more a recent account by Milton [6]. The
Casimir effect for spherical conducting shells in external
electromagnetic fields has been investigated [7, 8]. Applica-
tions of the Casimir effect to the bag model have been
studied for massive scalar [9] and Dirac [10] fields confined
to the interior of the shell. An example of the Casimir effect
in curved spacetime has been considered for spherical geom-
etries [11] in de Sitter space [12] and in the background
of static domain wall [13]. In this paper we investigate the
metrical variations resulting from vacuum pressure differ-
ences established by a spherical superconducting boundary.
We first consider the static case when the sphere is supercon-
ducting and then the dynamical case as the sphere passes to
the normal state.

2 The static case

Our idealized massless, thin sphere of radius R0 has zero
conductivity in the normal state. In the superconducting state,
the vacuum inside the hollow is reduced so that there exists
a pressure difference Δp inside and outside the sphere. In
general, all quantum fields will contribute to the vacuum
energy. When the sphere of volume V transitions to the
superconducting state, a latent heat of vacuum phase transi-

tion ΔpV is exchanged. The distribution of vacuum pres-
sure, energy density and space-time geometry are described
by the semi-classical Einstein field equations taking c=1,

Rμν −
1

2
Rgμν = 8πG 〈Tμν〉 , (1)

where Rμν and R are the Ricci tensor and scalar curvature,
respectively. 〈Tμν〉 is the vacuum expectation of the stress
energy tensor. Regulation procedures for calculating the re-
normalized stress energy tensor are given in [14] for various
geometries. The most general line element with spherical
symmetry is

ds2 = B (r, t) dt2 − A (r, t) dr2 − C (r, t) drdt−

−r2dθ2 − r2 sin2θ dφ2,
(2)

where A, B, and C are arbitrary functions of time and the
radial coordinate. (2) can be written under normal coordinate
transformation [15],

ds2 = B̃ (r, t) dt2−Ã (r, t) dr2−r2dθ2−r2 sin2θ dφ2. (3)

The metric tensor then becomes, dropping tildes,

gμν = Diag
(
B (r, t) ,−A (r, t) ,−r2,−r2 sin2θ

)
. (4)

For a diagonal stress energy tensor, the solutions to equa-
tion (3) relating A and B are

−
1

r2
+

1

r2A
−

A′

rA2
= 8πG

1

B
〈T00〉 , (5)

1

r2
−

1

r2A
−

B′

rAB
= 8πG

1

A
〈T11〉 , (6)

A′

2rA2
−

B′

2rAB
+
A′B′

4A2B
−

B′2

4AB2
−

−
B′′

2AB
= 8πG

1

r2
〈T22〉 ,

(7)

with a fourth equation identical to (7). The prime denotes ∂r.
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Note that all time derivatives cancel from the field equations
when the metric is in standard form and the stress energy
tensor is diagonal. When the sphere is in the superconducting
state, the scalar curvature R = gμνRμν is given by

R =
2

r2
−

2

r2A
+
2A′

rA2
−
2B′

rAB
+

+
A′B′

2A2B
+

B′2

2AB2
−
B′′

AB
.

(8)

In calculating the Casimir force, one properly calculates
differences in vacuum pressure established by the conducting
boundaries [2]. In the present case, it is only meaningful
to consider changes in scalar curvature due to variations in
vacuum pressure.

3 The dynamical case

If the sphere passes from the superconducting to the normal
state, the pressure should equalize as the vacuum relaxes.
The diagonal form of the stress energy tensor results in the
cancellation of all time derivatives in the field equations.
External electromagnetic fields will contribute off-diagonal
terms, however we wish to consider how the pressure equal-
izes in absence of external fields. The key is that the required
time dependence is provided by the zero point field fluctua-
tions. As the simplest example, we consider the massless
scalar quantum field with stress energy tensor [14]

Tμν = φ,μφ,ν −
1

2
gμν g

αβ φ,αφ,β . (9)

The non-zero components of Tμν are

T00 =
1

2
φ̇2 +

B

2A
φ′2, (10)

T11 =
1

2
φ′2 +

A

2B
φ̇2, (11)

T22 = r2
(
1

2B
φ̇2 +

1

2A
φ′2
)

, (12)

T33 = r2 sin2θ

(
1

2B
φ̇2 +

1

2A
φ′2
)

, (13)

T01 = φ̇φ′, (14)

where T01=T10. The semi-classical field equations become

−
1

r2
+

1

r2A
−

A′

rA2
= 8πG

1

B
〈T00〉 , (15)

1

r2
−

1

r2A
−

B′

rAB
= 8πG

1

A
〈T11〉 , (16)

−
Ȧ2

4A2B
−

ȦḂ

4AB2
+

Ä

2AB
+

A′

2r2A
−

B′

2rAB
+

+
A′B′

4A2B
+

B′2

4AB2
−

B′′

2AB
= 8πG

1

r2
〈T22〉 ,

(17)

−
Ȧ

rA
= 8πG 〈T01〉 . (18)

Equations (15) and (16) are identical to (5) and (6). Two
additional equations are identical to (17) and (18). Express-
ions for A and B may be obtained from equation (18) and
(15) or (16), respectively. The scalar curvature is given by

R =
2

r2
−

2

r2A
−

Ȧ2

2A2B
−
ȦḂ

AB
+

+
Ä

AB
+
2A′

rA2
−
2B′

rAB
+
A′B′

2A2B
+

B′2

2AB2
−
B′′

AB
.

(19)

Combining equation (19) with (15–17) and (10–12) re-
veals

R = 16πG

〈
φ̇2

2B
−
φ′2

2A

〉

. (20)

When evaluating changes in scalar curvature, the ex-
pression for R in absence of the sphere should be subtracted
from that obtained for a given quantum field.

4 Conclusion

When a hollow sphere transitions between the normal and
superconducting state a latent heat of vacuum phase transi-
tion is exchanged. In the dynamical case, zero-point field
fluctuations result in off-diagonal components of the stress
energy tensor that give rise to time dependent field equations.
The analysis presented here may be extended to include
massive fields with coupling or spin (0, 1

2 and 1) as well
as other superconducting geometries.
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The new dynamical theory of space is further confirmed by showing that the effective
“black hole” masses MBH in 19 spherical star systems, from globular clusters to
galaxies, with masses M , satisfy the prediction that MBH =

α
2
M , where α is the

fine structure constant. As well the necessary and unique generalisations of the
Schrödinger and Dirac equations permit the first derivation of gravity from a deeper
theory, showing that gravity is a quantum effect of quantum matter interacting with
the dynamical space. As well the necessary generalisation of Maxwell’s equations
displays the observed light bending effects. Finally it is shown from the generalised
Dirac equation where the spacetime mathematical formalism, and the accompanying
geodesic prescription for matter trajectories, comes from. The new theory of space is
non-local and we see many parallels between this and quantum theory, in addition to
the fine structure constant manifesting in both, so supporting the argument that space is
a quantum foam system, as implied by the deeper information-theoretic theory known
as Process Physics. The spatial dynamics also provides an explanation for the “dark
matter” effect and as well the non-locality of the dynamics provides a mechanism
for generating the uniformity of the universe, so explaining the cosmological horizon
problem.

1 Introduction

Physics has had two distinct approaches to space. Newton
asserted that space existed, but was non-dynamical and un-
observable. Einstein, in contrast, asserted that space was
merely an illusion, a perspective effect in that it is four-
dimensional spacetime which is real and dynamical, and that
the foliation into space and a geometrical model of time was
observer dependent; there was no observer independent spa-
ce. Hence also according to Einstein space was necessarily
unobservable. However both approaches have been challeng-
ed by the recent discovery that space had been detected again
and again over more than 100 years [1–11], and that the
dynamics of space is now established∗. The key discovery [2]
in 2002 was that the speed of light is anisotropic — that it is c
only with respect to space itself, and that the solar system has
a large speed of some 400 km/s relative to that space, which
causes the observed anisotropy. This discovery changes all of
physics†. The problem had been that from the very beginning
the various gas-mode Michelson interferometer experiments
to detect this anisotropy had been incorrectly calibrated‡,
and that the small fringe shifts actually seen corresponded
to this high speed. As well it has been incorrectly assumed
that the success of the Special Relativity formalism requires

∗At least in the limit of zero vorticity.
†Special Relativity does not require that the speed of light be isotropic,

as is usually incorrectly assumed.
‡Special relativity effects and the presence of gas in the light paths

both play critical roles in determining the calibration. In vacuum mode the
interferometer is completely insensitive to absolute motion effects, i. e. to
the anisotropy of light.

that the speed of light be isotropic, that an actual 3-space
be unobservable. Now that space is known to exist it must
presumably also have a dynamics, and this dynamics has
been discovered and tested by explaining various phenomena
such as (i) gravity, (ii) the “dark matter” effect, (iii) the bore
hole g anomalies, (iv) novel black holes, (v) light bending
and gravitational lensing in general, and so on. Because spa-
ce has been overlooked in physics as a dynamical aspect
of reality all of the fundamental equations of physics, such
as Maxwell’s equations, the Schrödinger equation, the Dirac
equation and so on, all lacked the notion that the phenomena
described by these equations were excitations, of various
kinds, of the dynamical space itself. The generalisation of
the Schrödinger equation [12] then gave the first derivation
and explanation for gravity: it is a quantum effect in which
the wave functions are refracted by the inhomogeneities and
time variations of the structured space. However the most
striking discovery is that the internal dynamics of space is
determined by the fine structure constant [13–16]. In this
paper we report further observational evidence for this dis-
covery by using a more extensive collection of “black hole”
masses in spherical galaxies and globular clusters§. As well
we give a more insightful explanation for the dynamics of
space. We also show how this quantum-theoretic explanation
for gravity leads to a derivation of the spacetime construct
where, we emphasise, this is purely a mathematical construct
and not an aspect of reality. This is important as it explains
why the spacetime dynamics appeared to be successful, at

§The generic term “black hole” is used here to refer to the presence of
a compact closed event horizon enclosing a spatial in-flow singularity.
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least in those cases where the “dark matter” effect was not
apparent. However in general the metric tensor of this indu-
ced spacetime does not satisfy the General Relativity (GR)
equations.

2 Dynamics of space

At a deeper level an information-theoretic approach to mo-
delling reality (Process Physics [1]) leads to an emergent
structured “space” which is 3-dimensional and dynamic, but
where the 3-dimensionality is only approximate, in that if
we ignore non-trivial topological aspects of space, then it
may be embedded in a 3-dimensional geometrical manifold.
Here the space is a real existent discrete but fractal network
of relationships or connectivities, but the embedding space
is purely a mathematical way of characterising the 3-dimen-
sionality of the network. This is illustrated in Fig. 1. This
is not an ether model; that notion involved a duality in that
both the ether and the space in which it was embedded were
both real. Now the key point is that how we embed the
network in the embedding space is very arbitrary: we could
equally well rotate the embedding or use an embedding that
has the network translating. These general requirements then
dictate the minimal dynamics for the actual network, at a
phenomenological level. To see this we assume at a coarse
grained level that the dynamical patterns within the network
may be described by a velocity field v (r, t), where r is
the location of a small region in the network according to
some arbitrary embedding. For simplicity we assume here
that the global topology of the network is not significant for
the local dynamics, and so we embed in an E3, although a
generalisation to an embedding in S3 is straightforward. The
minimal dynamics then follows from the above by writing
down the lowest order zero-rank tensors, with dimension
1/t2, that are invariant under translation and rotation, giving∗

∇ ∙

(
∂v

∂t
+ (v ∙ ∇)v

)

+

+
α

8
(trD)2 +

β

8
tr (D2) = −4πGρ ,

(1)

where ρ is the effective matter density, and where

Dij =
1

2

(
∂vi
∂xj

+
∂vj
∂xi

)

. (2)

In Process Physics quantum matter are topological de-
fects in the network, but here it is sufficient to give a simple
description in terms of an effective density, but which can
also model the “dark energy” effect and electromagnetic
energy effects, which will be discussed elsewhere. We see

∗Note that then, on dimensional grounds, the spatial dynamics cannot
involve the speed of light c, except on the RHS where relativistic effects
come into play if the speed of matter relative to the local space becomes
large, see [1]. This has significant implications for the nature and speed of
so-called “gravitational” waves.

Fig. 1: This is an iconic
graphical representation of
how a dynamical network has
its inherent approximate 3-
dimensionality displayed by
an embedding in a mathem-
atical space such as an E3 or
an S3. This space is not real;
it is purely a mathematical
artifact. Nevertheless this em-
beddability helps determine
the minimal dynamics for the
network, as in (1). At a deeper
level the network is a quan-

tum foam system [1]. The dynamical space is not an ether model,
as the embedding space does not exist.

that there are only four possible terms, and so we need at
most three possible constants to describe the dynamics of
space: G, α and β. G will turn out to be Newton’s gravi-
tational constant, and describes the rate of non-conservative
flow of space into matter. To determine the values of α and
β we must, at this stage, turn to experimental data.

However most experimental data involving the dynamics
of space is observed by detecting the so-called gravitational
acceleration of matter, although increasingly light bending is
giving new information. Now the acceleration a of the dyn-
amical patterns in space is given by the Euler or convective
expression

a(r, t) ≡ lim
Δt→0

v (r+v (r, t)Δt, t+Δt)−v (r, t)
Δt

=

=
∂v

∂t
+ (v ∙ ∇)v

(3)

and this appears in one of the terms in (1). As shown in
[12] and discussed later herein the acceleration g of quantum
matter is identical to this acceleration, apart from vorticity
and relativistic effects, and so the gravitational acceleration
of matter is also given by (3).

Outside of a spherically symmetric distribution of matter,
of total mass M , we find that one solution of (1) is the
velocity in-flow field given by †

v (r) = − r̂

√
2GM(1 + α

2 + . . . )

r
(4)

but only when β = −α, for only then is the acceleration of
matter, from (3), induced by this in-flow of the form

g(r) = − r̂
GM(1 + α

2 + . . . )

r2
(5)

which is Newton’s Inverse Square Law of 1687, but with
an effective mass that is different from the actual mass M .

†To see that the flow is inward requires the modelling of the matter by
essentially point-like particles.
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So Newton’s law requires β=−α in (1) although at present
a deeper explanation has not been found. But we also see
modifications coming from the α-dependent terms.

A major recent discovery [13–16] has been that exper-
imental data from the bore hole g anomaly has revealed
that α is the fine structure constant, to within experimental
errors: α= e2/h̄c≈ 1/137.04. This anomaly is that g does
not decrease as rapidly as predicted by Newtonian gravity or
GR as we descend down a bore hole. The dynamics in (1)
and (3) gives the anomaly to be

Δg = 2παGρd (6)

where d is the depth and ρ is the density, being that of glacial
ice in the case of the Greenland Ice Shelf experiments, or
that of rock in the Nevada test site experiment. Clearly (6)
permits the value of α to be determined from the data, giving
α= 1/(137.9± 5) from the Greenland Ice Shelf data and,
independently, α=1/(136.8± 3) from the Nevada test site
data [16].

In general because (1) is a scalar equation it is only
applicable for vorticity-free flows ∇ × v=0, for then we
can write v=∇u, and then (1) can always be solved to
determine the time evolution of u(r, t) given an initial form
at some time t0.∗

The α-dependent term in (1) (with now β=−α) and the
matter acceleration effect, now also given by (3), permits (1)
to be written in the form

∇ ∙ g = −4πGρ− 4πGρDM , (7)

where

ρDM (r, t) ≡
α

32πG

(
(trD)2 − tr(D2)

)
, (8)

where ρDM is an effective matter density that would be
required to mimic the α-dependent spatial self-interaction
dynamics. Then (7) is the differential form for Newton’s
law of gravity but with an additional non-matter effective
matter density. It has been shown [13–16] that this effect
explains the so-called “dark matter” effect in spiral galaxies.
As shown elsewhere it also explains, when used with the
generalised Maxwell’s equations, the gravitational lensing
of light by this “dark matter” effect.

An intriguing aspect to the spatial dynamics is that it is
non-local. Historically this was first noticed by Newton who
called it action-at-a-distance. To see this we can write (1) as
an integro-differential equation

∂v

∂t
= −∇

(
v2

2

)

+

+ G

∫
d3 r′

ρDM (r
′, t) + ρ (r′, t)

|r− r′|3
(r− r′) .

(9)

This shows a high degree of non-locality and non-linearity,

∗Eqn.(1) also has Hubble expanding space solutions.

and in particular that the behaviour of both ρDM and ρ
manifest at a distance irrespective of the dynamics of the
intervening space. This non-local behaviour is analogous to
that in quantum systems. The non-local dynamics associated
with the α dynamics has been tested in various situations, as
discussed herein, and so its validity is well established. This
implies that the minimal spatial dynamics in (1) involves
non-local connectivities.

We term the dynamics of space in (1) as a “flowing
space”. This term can cause confusion because in normal
language a “flow” implies movement of something relative
to a background space; but here there is no existent back-
ground space, only the non-existent mathematical embedding
space. So here the “flow” refers to internal relative motion,
that one parcel of space has a motion relative to a nearby
parcel of space. Hence the absolute velocities in (1) have no
observable meaning; that despite appearances it is only the
relative velocities that have any dynamical significance. Of
course it is this requirement that determined the form of (1),
and as implemented via the embedding space technique.

However there is an additional role for the embedding
space, namely as a coordinate system used by a set of coop-
erating observers. But again while this is useful for their
discourse it is not real; it is not part of reality.

3 Black holes

Eqn. (1) has “black hole” solutions. The generic term “black
hole” is used because they have a compact closed event hor-
izon where the in-flow speed relative to the horizon equals
the speed of light, but in other respects they differ from the
putative black holes of General Relativity† — in particular
their gravitational acceleration is not inverse square law. The
evidence is that it is these new “black holes” from (1) that
have been detected. There are two categories: (i) an in-flow
singularity induced by the flow into a matter system, such
as, herein, a spherical galaxy or globular cluster. These black
holes are termed minimal black holes, as their effective mass
is minimal, (ii) primordial naked black holes which then
attract matter. These result in spiral galaxies, and the ef-
fective mass of the black hole is larger than required merely
by the matter induced in-flow. These are therefore termed
non-minimal black holes. These explain the rapid formation
of structure in the early universe, as the gravitational accele-
ration is approximately 1/r rather than 1/r2. This is the
feature that also explains the so-called “dark matter” effect
in spiral galaxies. Here we consider only the minimal black
holes.

Consider the case where we have a spherically symmetric
matter distribution at rest, on average with respect to distant
space, and that the in-flow is time-independent and radially
symmetric. Then (1) is best analysed via (9), which can now

†It is probably the case that GR has no such solutions — they do not
obey the boundary conditions at the singularity, see Crothers [17].
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Galaxy Type MBH (+,−) M Ref

M87 E0 3.4 (1.0, 1.0)×109 6.2±1.7×1011 1
NGC4649 E1 2.0 (0.4, 0.6)×109 8.4±2.2×1011 2

M84 E1 1.0 (2.0, 0.6)×109 5.0±1.4×1011 3
M32 E2 2.5 (0.5, 0.5)×106 9.6±2.6×108 4

NGC4697 E4 1.7 (0.2, 0.1)×108 2.0±0.5×1011 2
IC1459 E3 1.5 (1.0, 1.0)×109 6.6±1.8×1011 5

NGC3608 E2 1.9 (1.0, 0.6)×108 9.9±2.7×1010 2
NGC4291 E2 3.1 (0.8, 2.3)×108 9.5±2.5×1010 2
NGC3377 E5 1.0 (0.9, 0.1)×108 7.8±2.1×1010 2
NGC4473 E5 1.1 (0.4, 0.8)×108 6.9±1.9×1010 2
Cygnus A E 2.9 (0.7, 0.7)×109 1.6±1.1×1012 6
NGC4261 E2 5.2 (1.0, 1.1)×108 4.5±1.2×1011 7
NGC4564 E3 5.6 (0.3, 0.8)×107 5.4±1.5×1010 2
NGC4742 E4 1.4 (0.4, 0.5)×107 1.1±0.3×1010 8
NGC3379 E1 1.0 (0.6, 0.5)×108 8.5±2.3×1010 9
NGC5845 E3 2.4 (0.4, 1.4)×108 1.9±0.5×1010 2
NGC6251 E2 6.1 (2.0, 2.1)×108 6.7±1.8×1011 10

Globular
cluster MBH(+,−) M Ref

M15 1.7 (2.7, 1.7)×103 4.9 ×105 10
G1 1.8 (1.4, 0.8)×104 1.35±0.5×107 11

Table 1. Black Hole masses and host masses for various spherical
galaxies and globular clusters. References: (1) Macchetto et al.
1997; (2) Gebhardt et al. 2003; (3) average of Bower et al.
1998; Maciejewski & Binney 2001; (4) Verolme et al. 2002; (5)
average of Verdoes Klein et al. 2000 and Cappellari et al. 2002;
(6) Tadhunter et al. 2003; (7) Ferrarese et al. 1996; (8) Tremaine
et al. 2002; (9) Gebhardt et al. 2000; (10) Ferrarese & Ford 1999;
(11) Gerssen et al. 2002; (12) Gebhardt et al. 2002. Least squares
best fit of this data to Log[MBH ] = Log[α

2
] + xLog[M ] gives

α = 1/137.4 and x = 0.974. Data and best fit are shown in Fig. 2.
Table adapted from Table 1 of [18].

be written in the form

|v (r)|2 = 2G
∫
d3r′

ρDM (r
′) + ρ (r′)

|r− r′|
(10)

in which the angle integrations may be done to yield

v (r)2 =
8πG

r

∫ r

0

s2
[
ρDM (s) + ρ (s)

]
ds+

+8πG

∫ ∞

r

s
[
ρDM (s) + ρ (s)

]
ds ,

(11)

where with v′= dv (r)/dr,∗

ρDM (r) =
α

8πG

(
v2

2r2
+
vv′

r

)

. (12)

To obtain the induced in-flow singularity to O(α) we
substitute the non-α term in (11) into (12) giving the effect-
ive matter density that mimics the spatial self-interaction of

∗Previous papers had a typo error in this expression. Thanks to Andree
Blotz for noting that.

the in-flow,

ρDM (r) =
α

2r2

∫ ∞

r

sρ (s) ds+O(α2) . (13)

We see that the effective “dark matter” effect is concen-
trated near the centre, and we find that the total effective
“dark matter” mass is

MDM ≡ 4π
∫ ∞

0

r2ρDM (r) dr =

=
4πα

2

∫ ∞

0

r2ρ(r) dr +O(α2) =
α

2
M +O(α2) .

(14)

This result applies to any spherically symmetric matter
distribution, and is the origin of the α terms in (4) and (5).
It is thus responsible for the bore hole anomaly expression
in (6). This means that the bore hole anomaly is indicative
of an in-flow singularity at the centre of the Earth. This
contributes some 0.4% of the effective mass of the Earth,
as defined by Newtonian gravity. However in star systems
this minimal black hole effect is more apparent, and we
label MDM as MBH . Table 1 shows the effective “black
hole” masses attributed to various spherically symmetric star
systems based upon observations and analysis of the motion
of gases and stars in these systems. The prediction of the
dynamics of space is that these masses should obey (14). The
data from Table 1 is plotted in Fig. 2, and we see the high
precision to which (14) is indeed satisfied, and over some 6
orders of magnitude, giving from this data that α ≈ 1/137.4.

The application of the spatial dynamics to spiral galaxies
is discussed in [13–16] where it is shown that a complete
non-matter explanation of the spiral galaxy rotation speed
anomaly is given: there is no such stuff as “dark matter” — it
is an α determined spatial self-interaction effect. Essentially
even in the non-relativistic regime the Newtonian theory of
gravity, with its “universal” Inverse Square Law, is deeply
flawed.

4 Spacetime

The curved spacetime explanation for gravity is widely
known. Here an explanation for its putative success is given,
for there is a natural definition of a spacetime that arises
from (1), but that it is purely a mathematical construction
with no ontological status — it is a mere mathematical artifact.

First consider the generalised Schrödinger [12]

ih̄
∂ψ (r, t)

∂t
= H(t)ψ(r, t), (15)

where the free-fall hamiltonian is

H(t) = −ih̄

(

v ∙ ∇+
1

2
∇∙v

)

−
h̄2

2m
∇2 (16)

As discussed in [12] this is uniquely defined by the re-
quirement that the wave function be attached to the dynam-
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Fig. 2: Log-Log plot of black hole masses MBH and host galaxy
or globular cluster masses M (in solar units) from Table 1. Straight
line is least squares best fit to Log[MBH ] =Log[α

2
] +xLog[M ],

giving α= 1/137.4 and x= 0.974. The borehole g-anomaly
gives α= 1/(137.9±5) from the Greenland Ice Shelf data and
α= 1/(136.8±3) from the Nevada test site data [16].

ical space, and not to the embedding space, which is a mere
mathematical artifact. We can compute the acceleration of a
localised wave packet according to

g ≡
d 2

dt2
(
ψ(t), rψ(t)

)
=

=
∂v

∂t
+ (v ∙ ∇)v + (∇× v)× vR

(17)

where vR=v0−v is the velocity of the wave packet rela-
tive to the local space, as v0 is the velocity relative to
the embedding space. Apart from the vorticity term which
causes rotation of the wave packet∗ we see, as promised, that
this matter acceleration is equal to that of the space itself,
as in (3). This is the first derivation of the phenomenon of
gravity from a deeper theory: gravity is a quantum effect
— namely the refraction of quantum waves by the internal
differential motion of the substructure patterns to space it-
self. Note that the equivalence principle has now been ex-
plained, as this “gravitational” acceleration is independent of
the mass m of the quantum system.

An analogous generalisation of the Dirac equation is also
necessary giving the coupling of the spinor to the actual
dynamical space, and again not to the embedding space as
has been the case up until now,

ih̄
∂ψ

∂t
=−ih̄

(

c~α ∙∇+v ∙∇+
1

2
∇∙v

)

ψ+βmc2ψ (18)

where ~α and β are the usual Dirac matrices. Repeating the
analysis in (17) for the space-induced acceleration we obtain†

g=
∂v

∂t
+(v∙∇)v+(∇×v)×vR−

vR

1− v
2
R

c2

1

2

d

dt

(
v2R
c2

)

(19)

∗This is the Lense-Thirring effect, and such vorticity is being detected
by the Gravity Probe B satellite gyroscope experiment [33].

†Some details are incomplete in this analysis.

which generalises (17) by having a term which limits the
speed of the wave packet relative to space to be < c. This
equation specifies the trajectory of a spinor wave packet in
the dynamical space.

We shall now show how this leads to both the spacetime
mathematical construct and that the geodesic for matter
worldlines in that spacetime is equivalent to trajectories from
(19). First we note that (19) may be obtained by extremising
the time-dilated elapsed time

τ
[
r0
]
=

∫
dt

(

1−
v2R
c2

)1/2
(20)

with respect to the particle trajectory r0 (t) [1]. This happens
because of the Fermat least-time effect for waves: only along
the minimal time trajectory do the quantum waves remain in
phase under small variations of the path. This again emphas-
ises that gravity is a quantum effect. We now introduce a
spacetime mathematical construct according to the metric

ds2 = dt2 −

(
dr− v (r, t) dt

)2

c2
= gμνdx

μdxν . (21)

Then according to this metric the elapsed time in (20) is

τ =

∫
dt

√

gμν
dxμ

dt

dxν

dt
, (22)

and the minimisation of (22) leads to the geodesics of the
spacetime, which are thus equivalent to the trajectories from
(20), namely (19). Hence by coupling the Dirac spinor dyn-
amics to the space dynamics we derive the geodesic formal-
ism of General Relativity as a quantum effect, but without
reference to the Hilbert-Einstein equations for the induced
metric. Indeed in general the metric of this induced space-
time will not satisfy these equations as the dynamical space
involves the α-dependent dynamics, and α is missing from
GR. So why did GR appear to succeed in a number of
key tests where the Schwarzschild metric was used? The
answer is provided by identifying the induced spacetime
metric corresponding to the in-flow in (4) outside of a spher-
ical matter system, such as the Earth. Then (21) becomes

ds2 = dt2 −
1

c2

(

dr +

√
2GM(1+α

2+ . . . )

r
dt

)2
−

−
1

c2
r2
(
dθ2 + sin2θ dφ2

)
.

(23)

Making the change of variables‡ t→ t′ and r→ r′ = r
with

t′ = t−
2

c

√
2GM(1+α

2+ . . . ) r

c2
+

+
4GM(1+α

2+ . . . )

c3
tanh−1

√
2GM(1+α

2+ . . . )

c2r

(24)

‡No unique choice of variables is required. This choice simply leads to
a well-known form for the metric.
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this becomes (and now dropping the prime notation)

ds2 =

(

1−
2GM(1+α

2+ . . . )

c2r

)

dt2−

−
1

c2
r2
(
dθ2+sin2θ dφ2

)
−

dr2

c2
(

1−
2GM(1+α

2+ . . . )

c2r

)
(25)

which is one form of the the Schwarzschild metric but with
the α-dynamics induced effective mass shift. Of course this
is only valid outside of the spherical matter distribution, as
that is the proviso also on (4). As well the above particular
change of coordinates also introduces spurious singularities
at the event horizon∗, but other choices do not do this. Hence
in the case of the Schwarzschild metric the dynamics missing
from both the Newtonian theory of gravity and General Rela-
tivity is merely hidden in a mass redefinition, and so didn’t
affect the various standard tests of GR, or even of Newtonian
gravity. Note that as well we see that the Schwarzschild
metric is none other than Newtonian gravity in disguise,
except for the mass shift. While we have now explained
why the GR formalism appeared to work, it is also clear that
this formalism hides the manifest dynamics of the dynamical
space, and which has also been directly detected in gas-mode
interferometer and coaxial-cable experiments.

One of the putative key tests of the GR formalism was
the gravitational bending of light. This also immediately
follows from the new space dynamics once we also general-
ise the Maxwell equations so that the electric and magnetic
fields are excitations of the dynamical space. The dynamics
of the electric and magnetic fields must then have the form,
in ‘empty’ space,

∇×E = −μ

(
∂H

∂t
+ v ∙ ∇H

)

∇×H = ε

(
∂E

∂t
+ v ∙ ∇E

)

∇ ∙H = 0, ∇ ∙E = 0

(26)

which was first suggested by Hertz in 1890 [34]. As discuss-
ed elsewhere the speed of EM radiation is now c=1/

√
μ ε

with respect to the space, and in general not with respect
to the observer if the observer is moving through space, as
experiment has indicated again and again. In particular the
in-flow in (4) causes a refraction effect of light passing close
to the Sun, with the angle of deflection given by

δ = 2
v2

c2
=
4GM(1 + α

2 + . . . )

c2d
(27)

where v is the in-flow speed at the surface of the Sun,
and d is the impact parameter, essentially the radius of the

∗The event horizon of (25) is at a different radius from the actual event
horizon of the black hole solutions that arise from (1).

Sun. Hence the observed deflection of 8.4×10−6 radians is
actually a measure of the in-flow speed at the Sun’s surface,
and that gives v= 615 km/s. At the Earth distance the Sun
induced spatial in-flow speed is 42 km/s, and this has been
extracted from the 1925/26 gas-mode interferometer Miller
data [1, 3]. These radial in-flows are to be vectorially summ-
ed to the galactic flow of some 400 km/s, but since that flow
is much more uniform it does not affect the light bending by
the Sun in-flow component†. Hence the deflection of light by
the Sun is a way of directly measuring the in-flow speed at
the Sun’s surface, and has nothing to do with “real” curved
spacetime. These generalised Maxwell equations also predict
gravitational lensing produced by the large in-flows associat-
ed with new “black holes” in galaxies. So again this effect
permits the direct observation of the these black hole effects
with their non-inverse square law accelerations.

5 Conclusions

We have shown how minimal assumptions about the internal
dynamics of space, namely how embeddability in a mathem-
atical space such as an E3 or an S3, expressing its inherent
3-dimensionality, leads to various predictions ranging from
the anisotropy of the speed of light, as expressed in the
required generalisation of Maxwell’ s equations, and which
has been repeatedly observed since the Michelson-Morley
experiment [5] of 1887, to the derivation of the phenomenon
of gravity that follows after we generalise the Schrödinger
and Dirac equations. This shows that the gravitational acce-
leration of matter is a quantum effect: it follows from the re-
fraction of quantum waves in the inhomogeneities and time-
dependencies of the flowing dynamical space. In particular
the analysis shows that the acceleration of quantum matter
is identical to the convective acceleration of the structured
space itself. This is a non-trivial result. As well in the case
of the Dirac equation we derive the spacetime formalism as
well as the geodesic description of matter trajectories, but in
doing so reveal that the spacetime is merely a mathematical
construct. We note that the relativistic features of the Dirac
equation are consistent with the absolute motion of the wave
function in the dynamical 3-space. This emphasis yet again
that Special Relativity does not require the isotropy of the
speed of light, as is often incorrectly assumed.

Here we have further extended the observational evi-
dence that it is the fine structure constant that determines
the strength of the spatial self-interaction in this new physics
by including data from black hole masses in 19 spherical
star systems. Elsewhere we have already shown that the
new space dynamics explains also the spiral galaxy rotation
velocity anomaly; that it is not caused by a new form of
matter, that the notion of “dark matter” is just a failure of

†The vector superposition effect for spatial flows is only approximate,
and is discussed in more detail in [35]. The solar system has a galactic
velocity of some 420±30 km/s in the direction RA=5.2 hr, Dec=−67◦.
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Newtonian gravity and GR. We have also shown that the
space dynamics is non-local, a feature that Newton called
action-at-a-distance. This is now extended to include the
effects of the spatial self-interaction. The numerous confir-
mations of that dynamics, summarised herein, demonstrate
the validity of this non-local physics. Of course since New-
ton we have become more familiar with non-local effects
in the quantum theory. The new space dynamics shows that
non-local effects are more general than just subtle effects
in the quantum theory, for in the space dynamics this non-
local dynamics is responsible for the supermassive black
holes in galaxies. This non-local dynamics is responsible for
two other effects: (i) that the dynamics of space within an
event horizon, say enclosing a black hole in-flow singularity
affects the space outside of the horizon, even though EM
radiation and matter cannot propagate out through the event
horizon, as there the in-flow speed exceeds the speed of
light. So in this new physics we have the escape of informat-
ion from within the event horizon, and (ii) that the universe
overall is more highly connected than previously thought.
This may explain why the universe is more uniform than
expected on the basis of interactions limited by the speed of
light, i. e. we probably have a solution to the cosmological
horizon problem.

Elsewhere [1] we have argued that the dynamical space
has the form of a quantum foam and so non-local quantum
effects are to be expected. So it might be argued that the suc-
cessful prediction of the masses of these black hole masses,
and their dependence on the fine structure constant, is indi-
cative of a grand unification of space and the quantum the-
ory. This unification is not coming from the quantisation of
gravity, but rather from a deeper modelling of reality as an
information-theoretic system with emergent quantum-space
and quantum matter.

This work is supported by an Australian Research Coun-
cil Discovery Grant.
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Preferred Spatial Directions in the Universe: a General Relativity Approach

Larissa Borissova
E-mail: lborissova@yahoo.com

Herein is constructed, using General Relativity, the space metric along the Earth’s
trajectory in the Galaxy, where the Earth traces outs a complicated spiral in its orbital
motion around the Sun and its concomitant motion with the solar system around
the centre of the Galaxy. It is deduced herein that this space is inhomogeneous and
anisotropic. The observable properties of the space, characterizing its gravitation,
rotation, deformation, and curvature, are obtained. The theory predicts that the
observable velocity of light is anisotropic, due to the anisotropy and inhomogeneity
of space caused by the presence of gravitation and the space rotation, despite the
world-invariance of the velocity of light remaining unchanged. It is calculated that
two pairs of synchronised clocks should record a different speed of light for light
beams travelling towards the Sun and orthogonal to this direction, of about 4×10−4 c
(i. e. 120 km/sec, 0.04% of the measured velocity of light c). This effect should have
oscillations with a 12-hour period (due to the daily rotation of the Earth) and 6 month
period (due to the motion of the Earth around the Sun). The best equipment for
detecting the effect is that being used by R. T. Cahill (Flinders University, Australia)
in his current experiments measuring the velocity of light in an RF coaxial-cable
equipped with a pair of high precision synchronized Rb atomic clocks.

The geniality of geometry, its applicability to our real
world, can be verified by observation or experiment,
not logical deduction.

N. A. Kozyrev

1 Introduction

We construct herein, by General Relativity, a mathematical
model for a space body moving around another body (the
centre of attraction), both moving in an observer’s reference
space. The Earth rotates around the Sun, and orbits in com-
mon with it around the centre of the Galaxy; the Sun rotates
around the centre of the Galaxy and orbits in common with
the Galaxy around the centre of the Local Group of galaxies;
etc. As a result there are preferred directions determined by
orbital motions, so the real Universe is anisotropic (inequiv-
alence of directions). Because there are billions of centres of
gravitational attraction, the Universe is also inhomogeneous
(inequivalence of points). Hence, for the real Universe, we
cannot ignore the anisotropy of space and gravitation.

On the other hand, most cosmologists use the concept
of a homogeneous isotropic Universe wherein all points and
directions are equivalent. Such a model can be built only
by an observer who, observing matter in the Universe from
afar, doesn’t see such details as stars and galaxies. Such con-
ceptions lead to a vicious circle — most cosmologists are sure
that our Universe is a homogeneous isotropic ball expanding
from an initial point-like state (singularity); they ignore the
anisotropy of space and gravitation in such models.

Relativistic models of a homogeneous isotropic universe
(which include the Friedmann solutions) are only a few partial
solutions to Einstein’s equations. Besides, as shown during

the last decade, many popular cosmological metrics (includ-
ing the Friedmann solutions) are inadmissible, because the
difference between the radial coordinate and the proper ra-
dius isn’t taken into account there (see [1, 2] and References
therein).

And so forth, we shall show that the homogeneous iso-
tropic metric spaces contain no rotation and gravitation, and
that they can only undergo deformation: no stars, galaxies
or other space bodies exist in such a universe∗. Why do the
scientists use such solutions? The answer is clearly evident:
such solutions are simple, and thereby easier to study.

We shall consider another problem statement, the case
of an inhomogeneous anisotropic universe as first set up in
1944 by A. Zelmanov [4, 5]. Such a consideration is applic-
able to any local part of the Universe. We show in this paper
that along such a preferred direction, caused by the orbit-
al motion of a space body, an anisotropy of the observable
velocity of light can be deduced, despite the world-invariance
of the velocity of light remaining unchanged†. Using this
result as a basis, we will show in a subsequent paper (now
in preparation) that not only is the anisotropy of the velocity
of light expected along a satellite’s trajectory, but even its
motion is permitted only in a non-empty space filled by a
distribution of matter and a λ-field (both derived from the
right side of Einstein’s equations). This conclusion leads to

∗This situation is similar to the standard solution of the gravitational
wave problem, which considers them as space deformation waves in a space
free of rotation and gravitation [3].

†The observable velocity of light is different to the world-invariant
velocity of light if considered by means of the mathematical apparatus
of physically observed quantities in General Relativity — so-called
chronometric invariants [4, 5].
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the possibility of a new source of energy working in a rotat-
ing (non-holonomic) space, and has a direct link to the con-
clusion that stars produce energy due to the background spa-
ce non-holonomity (as recently derived by means of General
Relativity in [6, 7]).

2 Observed characteristics of space in the Earth’s mo-
tion in the Galaxy

How do the Earth and the planets move in space? The Earth
rotates around its own axis at 465 m/sec at the equator, with
an approximately 24-hour period, and moves at 30 km/sec
around the Sun with a 365.25-day period (astronomical year).
The Sun, in common with the planets, moves at 250 km/sec
around the centre of the Galaxy with an ∼ 200 million year
period. And so the Earth’s orbit traces a cylinder, the axis
of which is the galactic trajectory of the Sun. As a result,
the local space of the Earth draws a very stretched spiral,
spanned over the “galactic” cylinder of the Earth’s orbit.
Each planet traces a similar spiral in the Galaxy.

We aim to build a metric for the space along the Earth’s
transit in the Galaxy. We do this in two steps. First, the
metric along the Earth’s transit in the gravitational field of
the Sun. Second, using the Lorentz transformation to change
to the reference frame moving (with respect to the first
frame) along the axis coinciding with the direction in which
the Earth moves in the Galaxy.

We use a reference frame which rotates and moves for-
wards in a weak gravitational field. We therefore use cylindr-
ical coordinates. Then the metric along the Earth’s transit in
the gravitational field of the Sun has the form∗

ds2 =

(

1−
2GM

c2r
−
ω2r2

c2

)

c2dt2 −
2ωr2

c
cdtdϕ−

−

(

1 +
2GM

c2r

)

dr2 − r2dϕ2 − dz2,

(1)

where ω is the angular velocity of the Earth’s rotation around
the Sun: ω = vorb

r = 2×10−7 sec−1.
We now change to a reference frame that rotates in a

weak gravitational field and moves uniformly with a velocity
v (associated with the motion of the Sun in the Galaxy) along
the z-axis. We apply the Lorentz transformations

z̃ =
z + vt
√
1− v2

c2

, t̃ =
t+ vz

c2√
1− v

c2

, (2)

where z̃ and t̃ are corresponding coordinates in the new ref-

∗See any textbook on relativity. Note that the gravitational field is
included in the components of the fundamental metric tensor gαβ as GM

c2r
.

The mass of the Sun is M�= 2×1033 g, the mass of the Earth is M⊕=
= 6×1027 g; the distance between the Sun and the Earth is 15×1011 cm, the

Earth’s radius is 6.37×108 cm. We obtain
GM�
c2r

= 10−8,
GM⊕
c2r

= 10−10.
So, in this consideration we mean the daily rotation of the Earth and its
gravitational field neglected (quasi-Newtonian approximation).

erence frame. We differentiate z̃ and t̃, then substitute the
resulting dz̃2, dt̃2 and dt̃ into (2). For v= 250 km/sec we
have v2/c2= 7×10−7, hence 1√

1−v2/c2
≈ 1+v2/2c2. We ig-

nore terms in powers higher than 1
c2

. As a result we obtain
the metric along the Earth’s trajectory in the Galaxy (dropp-
ing the tilde from the formulae)

ds2 =

(

1−
2GM

c2r
−
ω2r2

c2

)

c2dt2−
2ωr2

c
cdtdϕ−

−

(

1+
2GM

c2r

)

dr2−r2dϕ2−
2ωvr2

c2
dϕdz−dz2.

(3)

This metric differs from (1), because of a spatial term
2ωr2v/c2 depending upon the linear velocity v.

In order to obtain really observable effects expected in
the metric (3), we use the mathematical method of physical
observed quantities [4, 5], which considers a fixed spatial
section connected to a real reference frame of an observer.
For such an observer the fundamental metrical tensor† has
the three-dimensional invariant form

hik = −gik +
1

c2
vivk , i, k = 1, 2, 3, (4)

dependent upon the linear velocity of the space rotation vi=
=− cg0i√

g00
. In (3) the metric tensor has the components

h11 = 1 +
2GM

c2r
, h22 = r2

(

1 +
ω2r2

c2

)

,

h23 =
ωr2v

c2
, h33 = 1 ,

(5)

while its contravariant components are

h11 = 1−
2GM

c2r
, h22 =

1− ω2r2

c2

r2
,

h23 = −
ωv

c2
, h33 = 1 .

(6)

According to the theory [4, 5], any reference space has
principal observable (chronometrically invariant) character-
istics: the chr.inv.-vector of gravitational inertial force

Fi =
1

1− w
c2

(
∂w

∂xi
−
∂vi
∂t

)

; (7)

the chr.inv.-tensor of the angular velocity of the space rota-
tion

Aik =
1

2

(
∂vk
∂xi

−
∂vi
∂xk

)

+
1

2c2
(Fivk − Fkvi) ; (8)

and the chr.inv.-tensor of the rates of the space deformation

Dik =
1

2

∗∂hik
∂t

, (9)

†The spatial indices 1, 2, 3 are denoted by Roman letters, while the
space-time indices 0, 1, 2, 3 are denoted by Greek letters.
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where w= c2
(
1−
√
g00
)
, while

∗∂
∂t
= 1√

g00
∂
∂t

is the so-called
chronometrically invariant time derivative.

Calculating these for the metric space (3), we obtain

F 1 =

(

ω2r −
GM

r2

)(

1 +
ω2r2

c2

)

; (10)

A12 =
ω

r

(

1−
2GM

c2r
+
ω2r2

2c2

)

, A31 =
ω2vr

c2
. (11)

All components of Dik equal zero. Hence the reference
body gravitates, rotates, and moves forward at a constant
velocity. Appropriate characteristics of the metrics (1) and
(3) coincide, aside for A31: A31=0 in (3).

The observable time interval dτ contains vi [4, 5]:

dτ =
(
1−

w

c2

)
dt−

1

c2
vidx

i. (12)

Within an area wherein Aik=0 (holonomic space) the
time coordinate x0= ct can be transformed so that all vi=0.
In other words, the time interval between two events at
different points does not depend on the path of integration:
time is integrable, so a global synchronization of clocks is
possible. In such a space the spatial section x0= const is
everywhere orthogonal to time lines xi= const. If Aik 6=0
(non-holonomic space), it is impossible for all vi to be zero:
the spatial section is not orthogonal to the time lines, and the
time interval between two events at different points depends
on the path of integration (time is non-integrable).

Zelmanov also introduced the chr.inv.-pseudovector of
the angular velocity of the space rotation [4]

Ωi =
1

2
εijkA

jk, (13)

where εijk=
eijk√
h

is the three-dimensional discriminant ten-
sor, eijk is the completely antisymmetric three-dimensional
tensor, h=det‖hik‖. Hence, Ω1=A23, Ω2=A31, Ω3=A12.

In our statement we have two bodies, both rotating and
gravitating. The first body is at rest with respect to the ob-
server, whilst the second body moves with a linear velocity.
As seen from (11), for the rest body only Ω3 6=0. For the
moving body we also obtain Ω2 6=0 and Ω3 6=0.∗ In other
words, any linear motion of an observer with respect to his
reference body provides an additional degree of freedom to
rotations of his reference space.

Besides the aforementioned observable “physical” char-
acteristics Fi, Aik, and Dik, every reference space also has
an observable geometric characteristic [4]: the chr.inv.-tensor
of the three-dimensional space curvature

Clkij = Hlkij −
1

c2
(
2AkiDjl + AijDkl+

+AjkDil + AklDij + AliDkj
)
,

(14)

∗This is because any linear motion leads to an additional term in the
observable metric tensor hik: see formulae (5) and (6).

which possesses all the properties of the Riemann-Christoffel
curvature tensor Rαβγδ in the spatial section. Here Hlkij =
=hjmH

∙∙∙m
lki∙ , where H ∙∙∙m

lki∙ is the chr.inv-tensor similar to
Schouten’s tensor [8]:

H
∙∙∙j
lki∙ =

∗∂Δ
j
il

∂xk
−

∗∂Δ
j
kl

∂xi
+ΔmilΔ

j
km −Δ

m
klΔ

j
im . (15)

If all Aik or Dik are zero in a space, Ciklj =Hiklj .
Zelmanov also introduced Hik=h

mnHimkn, H =hikHik,
Cik=h

mnCimkn and C =hikCik.
The chr.inv.-Christoffel symbols of the first and second

kinds, by Zelmanov, are

Δkij =h
kmΔij ,m =

1

2

( ∗∂him
∂xj

+
∗∂hjm
∂xi

−
∗∂hij
∂xm

)

, (16)

where
∗∂
∂xi
= ∂

∂xi
− 1

c2

∗∂
∂t

is the so-called chr.inv.-spatial de-
rivative.

Calculating the components of Δkij for the metric (3), we
obtain

Δ122 = −r

(

1−
2GM

c2r
+
2ω2r2

c2

)

,

Δ111 =
GM

c2r2
, Δ123 = −

ωvr

c2
,

Δ212 =
1

r

(

1 +
ω2r2

c2

)

, Δ213 =
ωv

c2r
,

(17)

while non-zero components of Ciklj , Cik and C are

C1212 = −
GM

c2r
+
3ω2r2

c2
,

C11 = −
GM

c2r3
+
3ω2

c2
, C22 = −

GM

c2r
+
3ω2r2

c2
,

C = 2

(

−
GM

c2r3
+
3ω2

c2

)

.

(18)

We have thus calculated by the theory of observable
quantities, that:

The observable space along the Earth’s trajectory in
the Galaxy is non-holonomic, inhomogeneous, and
curved due to the space rotation and/or Newtonian
attraction. This should be true for any other planet
(or its satellite) as well, or any other body considered
within the framework this analysis.

3 Deviation of light in the field of the Galactic rotation

We study how a light ray behaves in a reference body space
described by the metric (3). Light moves along isotropic
geodesic lines. Such geodesics are trajectories of the parallel
transfer of the four-dimensional isotropic wave vector

Kα =
Ω

c

dxα

dσ
, gαβ K

αKβ = 0 , (19)
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where Ω is the proper frequency of the radiation, dσ=
=hik dx

idxk is the three-dimensional observable interval∗.
The equations of geodesic lines in chr.inv.-form are [4, 5]

dΩ

dτ
−
Ω

c2
Fi c

i +
Ω

c2
Dikc

ick = 0 ,

d(Ωci)

dτ
+2ω(Di

k+A
∙i
k∙)c

k−ΩF i+ΩΔiknc
kcn = 0 ,

(20)

where ci= dxi

dτ is the observable chr.inv.-velocity of light (its
square is invariant cici=hikcick= c2).

Substituting the chr.inv.-characteristics of the reference
space (3) into equations (20), we obtain

1

Ω

dΩ

dτ
−
1

c2

(

ω2r −
GM

r2

)
dr

dτ
= 0 ,

(21)
d

dτ

(

Ω
dr

dτ

)

− 2Ωωr

(

1−
2GM

c2r
+
3ω2r2

2c2

)
dϕ

dτ
−

−Ω

(

ω2r−
GM

r2

)(

1+
ω2r2

c2

)

−
2Ωωvr

c2
dϕ

dτ

dz

dτ
−

−Ωr

(

1−
2GM

c2r
+
2ω2r2

c2

)(
dϕ

dτ

)2
= 0 ,

(22)

d

dτ

(

Ω
dϕ

dτ

)

+
2Ωω

r

(

1 +
GM

2c2r
+
ω2r2

2c2

)
dr

dτ
+

+
2ω

r

(

1 +
ω2r2

c2

)
dr

dτ

dϕ

dτ
+
2Ωωv

c2r

dr

dτ

dz

dτ
= 0 ,

(23)

d

dτ

(

Ω
dz

dτ

)

−
2Ωω2vr

c2
dr

dτ
= 0 . (24)

Integrating (21) we obtain the observable proper frequen-
cy of the light beam at the moment of observation

Ω=
Ω0√

1− 2GM
c2r −

ω2r2

c2

≈ Ω0

(

1+
GM

c2r
+
ω2r2

2c2

)

, (25)

where Ω0 is its “initial” proper frequency (in the absence of
external affects). We integrate (22)–(24) with the use of (25).

Rewrite (24) as

d

dτ

(

Ω
dz

dτ

)

=
Ωω2v

c2
d

dτ

(
r2
)
, (26)

integration of which gives

Ω
dz

dτ
=
Ωω2vr2

c2
+Q , Q = const, (27)

where ż0=
(
dz
dτ

)
0

is the initial value of dz
dτ , while the integ-

ration constant is Q=Ω0
(
ż0−

ω2vr20
c2

)
.

∗So the space-time interval ds2= gαβ dxαdxβ in chr.inv.-form is
ds2= c2dτ2− dσ2=0. Therefore, because ds2=0 along isotropic tra-
jectories by definition, there dσ= cdτ .

Substituting (27) into (23) and (24) and using Ω from
(25), we obtain the system of equations with respect to r
and ϕ,

d

dτ

(

Ω
dϕ

dτ

)

+
2Ωω

r

(

1 +
GM

2c2r
+
ω2r2

2c2

)
dr

dτ
+

+
2ω

r

(

1 +
ω2r2

c2

)
dr

dτ

dϕ

dτ
+
2Ω0ωvż0
c2r

dr

dτ
= 0 ,

d

dτ

(

Ω
dr

dτ

)

− 2Ωωr

(

1−
2GM

c2r
+
3ω2r2

2c2

)
dϕ

dτ
−

−Ω

(

ω2r−
GM

r2

)(

1+
ω2r2

c2

)

−
2Ω0ωvż0r

c2
dϕ

dτ
−

−Ωr

(

1−
2GM

c2r
+
2ω2r2

c2

)(
dϕ

dτ

)2
= 0 .






(28)

We are looking for an approximate solution to this sys-
tem. The last term has the dimensionless factor vż0

c2
. For a

light beam, ż0 (the initial value of the light velocity along
the z-axis) is c. Hence vż0

c2
= v

c . At 250 km/sec, attributed to
the Earth moving in the Galaxy, v

c = 8.3×10−4. The terms
GM
c2r

and ω2r2

c2
, related to the orbital motion of the Earth,

are in order of 10−8. We therefore drop these terms from
consideration, so equations (28) become

d

dτ

(

Ω
dr

dτ

)

− 2Ωωr
dϕ

dτ
− Ω

(

ω2r −
GM�

r2

)

−

−Ωr

(
dϕ

dτ

)2
−
2Ω0ωvż0r

c2
dϕ

dτ
,

(29)

d

dτ

(

Ω
dϕ

dτ

)

+
2Ωω

r

dr

dτ
+
2ω

r

dr

dτ

dϕ

dτ
+
2Ω0ωvż0
c2r

dr

dτ
=0. (30)

We rewrite (30) as

ϕ̈+ 2(ϕ̇+ ω̃)
ṙ

r
= 0 , (31)

where ω̃=ω
(
1+ vż0

c2

)
, ϕ̇= dϕ

dτ
, ϕ̈= d2ϕ

dτ2
. This is an equation

with separable variables, so its first integral is

ϕ̇ =
B

r2
− ω̃, B = const = (ϕ̇0 + ω̃)r

2
0 , (32)

where ϕ̇0 and r0 are the initial values of ϕ̇ and r.
We rewrite (29) as

r̈ − 2ω̃rϕ̇+
GM

r2
− ω2r − rϕ̇2 = 0 , (33)

where ṙ= dr
dτ

, r̈= d2r
dτ2

. In our consideration, GM
r2
−ω2r is

zero, so the motion of the Earth around the Sun satisfies the
weightlessness condition [9, 10]† — a balance between the

†Each planet, in its orbital motion, should satisfy the weightlessness
condition w= viui, where w is the potential of the field attracting the
planet to a body around which this planet is orbiting, vi is the linear velocity
of the body’s space rotation in this orbit, and ui= dxi/dt is the coordinate
velocity of the planet in its orbit. The orbital velocity is the same as the
space rotation velocity. Hence the weightiness condition can be written as
GM/r= v2= viv

i [9, 10].
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acting forces of gravity GM
r2

and inertia ω2r. Taking this into
account, and substituting (32) into (33), we obtain

r̈ + ω̃2r −
B2

r3
= 0 . (34)

We replace the variables as ṙ= p. So r̈= p dpdr and the
equation (36) takes the form

p
dp

dr
=
B2

r3
− ω̃2r2, (35)

which can be easily integrated:

p2 =

(
dr

dτ

)2
= −

B2

r2
− ω̃2r2 +K , K = const, (36)

where the integration constant is K = ṙ20 + (ϕ̇0 + ω̃)
2
r20 +

+ ω̃2r20 , so we obtain

dr

dτ
= ±

√

K − ω̃2r2 −
B2

r2
. (37)

Looking for τ as a function of r, we integrate (37) taking
the positive time flow into account (positive values of τ ). We
obtain

τ =

∫ r

r0

rdr
√
−ω̃2r4 +Kr2 −B2

. (38)

Introducing a new variable u = r2 we rewrite (38) as

τ =
1

2

∫ u

u0

du
√
−ω̃2u2 +Ku−B2

, (39)

which integrates to

τ = −
1

2ω̃

[

arcsin

(
−2ω̃2r2 +K
√
K2 − 4ω̃2B2

)

−

− arcsin

(
−2ω̃2r20√
K2 − 4ω̃2B2

)] (40)

where

K2 − 4ω̃2B2 ≡ Q2 =

=
(
ṙ20 + r

2
0 ϕ̇

2
0

)[
ṙ20 + 4ω̃ (ω̃ + ϕ̇0) r

2
0 + ϕ̇

2
0r
2
0

]
,

(41)

so we obtain r2 and r

r2 =
Q

2ω̃2
sin 2ω̃τ+r20 , r =

√
Q

2ω̃2
sin 2ω̃τ + r20 , (42)

where r0 is the initial displacement in the r-direction.
Substituting (42) into (32) we obtain ϕ,

ϕ =

∫ τ

0

(
B

r2
− ω̃

)

dτ = − ω̃τ +
ω̃B

√
Q2 − 4ω4r40

×

× ln

∣
∣
∣
∣
∣

(
Q+

√
Q2 − 4ω̃4r40

)
tan ω̃τ + 2ω̃2r20(

Q−
√
Q2 − 4ω̃4r40

)
tan ω̃τ + 2ω̃2r20

∣
∣
∣
∣
∣
+ ϕ0 ,

(43)

where ϕ0 is the initial displacement in the ϕ-direction.
Substituting Ω from (25) into (27), and eliminating the

terms containing GM
c2r

and ω2r2

c2
, we obtain the observable

velocity of the light beam in the z-direction

ż =
ω2vr2

c2
+ ż0 −

ω2vr20
c2

, (44)

the integration of which gives its observable displacement

z = ż0τ +
ω2Qv

4 ω̃3c2
(1− cos 2ω̃τ ) + z0 , (45)

which, taking into account that ω̃=ω
(
1+ vż0

c2

)
, is

z = ż0τ +
vQ

4 ω̃c2
(1− cos 2 ω̃τ )

(

1−
vż0
c2

)2
+ z0 . (46)

We have obtained solutions for ṙ, ϕ̇, ż and r, ϕ, z. We
see the galactic velocity of the Earth in only ż and z.

Let’s find corrections to the displacement of the light ż
and its displacement z caused by the motion of the Earth in
the rotating and gravitating space of the Galaxy.

As follows from formula (41), Q doesn’t include the
initial velocity and displacement of the light beam in the
z-direction. Besides, Q=0 if ṙ0=0 and r0=0. In a real
situation ṙ0 6=0, because the light beam is emitted from the
Earth so r0 is the distance between the Sun and the Earth.
Hence, in our consideration, Q 6=0 always. If ϕ̇0=0, the
light beam is directed strictly towards the Sun.

We calculate the correction to the light velocity in the
r-direction Δż0 (we mean ϕ̇0=0, ż0=0). Eliminating the
term 1− vż0

c2
we obtain

Δż =
Qv

2c2
sin 2ω̃τ , Q = ṙ0

√
ṙ20 + 4ω̃

2r20 . (47)

We see that the correction Δż0 is a periodical function,
the frequency of which is twice the angular velocity of the
Earth’s rotation around the Sun; 2 ω̃=4×10−7sec−1. Because
the initial value of the light velocity is ṙ0= c, and also
4 ω̃2r20� c2, we obtain the amplitude of the harmonic os-
cillation

Qv

2c2
=

ṙ20
2c2

√

1 +
4 ω̃2r20
c2

≈
v

2
, (48)

then the correction to the light velocity in the r-direction
Δż0 is,

Δż =
v

2
sin 2ω̃τ = 4×10−4 ( sin 2ω̃τ ) c . (49)

From this resulting “key formula” we have obtained we
conclude that:

The component of the observable vector of the light
velocity directed towards the Sun (the r-direction)
gains an addition (correction) in the z-direction, be-
cause the Earth moves in common with the Sun in the
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Galaxy. The obtained correction manifests as a har-
monic oscillation added to the world-invariant of the
light velocity c. The expected amplitude of the oscil-
lation is 4×10−4c, i. e. 120 km/sec; the period T= 1

2ω̃

is half the astronomical year. So the theory predicts
an anisotropy of the observable velocity of light due
to the inhomogeneity and anisotropy of space, caused
by its rotation and the presence of gravitation.

In our statement the anisotropy of the velocity of light
manifests in the z-direction. We therefore, in this statement,
call the z-direction the preferred direction.

We can verify the anisotropy of the velocity of light by
experiment. By the theory of observable quantities [4, 5], the
invariant c is the length

c =
√
hik cick =

√
hik dxidxk

dτ
=
dσ

dτ
(50)

of the chr.inv.-vector ci= dxi

dτ of the observable light velocity.
Let a light beam be directed towards the Sun, i. e. in the
r-direction. According to our theory, the Earth’s motion in
the Galaxy deviates the beam away from the r-axis so that
we should observe an additional z-component to the light
velocity invariant. Let’s set up two pairs of detectors (synch-
ronised clocks) along the r-direction and z-direction in order
to measure time intervals during which the light beams travel
in these directions. Because the distances Δσ between the
clocks are fixed, and c is constant, the measured time in
the z-direction is expected to have a dilation with respect to
that measured in the r-direction: by formula (49) the light
velocity measured in both directions is expected to be differ
by ∼120 km/sec at the maximum of the effect.

The most suitable equipment for such an experiment is
that used by R. T. Cahill (Flinders University, Australia) in
his current experiments on the measurement of the velocity
of light in an RF coaxial-cable equipped with a pair of high
precision synchronized Rb atomic clocks [11]. This effect
probably had a good chance of being detected in similar ex-
periments by D. G. Torr and P. Colen (Utah State University,
USA) in the 1980’s [12] and, especially, by Roland De Witte
(Belgacom Laboratory of Standards, Belgium) in the 1990’s
[13]. However even De Witte’s equipment had a measure-
ment precision a thousand times lower than that currently
used by Cahill.

Because the Earth rotates around its own axis we should
observe a weak daily variation of this effect. In order to
register the complete variation of this value, we should mea-
sure it at least during half the astronomical year (one period
of its variation).

4 Inhomogeneity and anisotropy of space along the
Earth’s transit in the Galaxy

We just applied the metric (3) to the Earth’s motion in the
Galaxy. Following this approach, we can also employ this

metric to other preferred directions in the Universe, con-
nected to the motion of another space body, for instance —
the motion of our Galaxy in the Local Group of galaxies.

Astronomical observations show that the Sun moves in
common with our Galaxy in the Local Group of galaxies
at the velocity 700 km/sec.∗ The metric (3) can take into ac-
count this aspect of the Earth’s motion as well. In such a case
we should expect two weak maximums in the time dilation
measured in the above described experimental system during
the 24-hour period, when the z-direction coincides with the
direction of the apex of the Sun. The amplitude of the varia-
tion of the observable light velocity should be 2.8 times the
variation caused by the Earth’s motion in the Galaxy.

Swedish astronomers in the 1950’s discovered that the
Local Group of galaxies is a part of an compact “cloud”
called the Supercluster of galaxies, consisting of galaxies,
small groups of galaxies, and two clouds of galaxies. The
Supercluster has a diameter of ∼98 million light years, while
our Galaxy is located at 62 million light years from the
centre. The Supercluster rotates with a period of ∼100 bil-
lion years in the central area and ∼200 billion years at the
periphery. As supposed by the Swedes, our Galaxy, located
at ∼2/3 of the Supercluster’s radius, from its centre, rotates
around the centre at a velocity of ∼700 km/sec. (See Chapter
VII, §6 in [14] for the details.)

In any case, in any large scale our metric (3) gives the
same result, because any of the spaces is non-holonomic
(rotates) around its own centre of gravity. All the spaces
are included, one into the other, and cause bizarre spirals in
their motions. The greater the number of the space structures
taken onto account by our metric (3), the more complicated
is the spiral traced out by the Earth observer in the space
— the spiral is plaited into other space spirals (the fractal
structure of the Universe [15]).

This analysis of our theoretical results, obtained by Ge-
neral Relativity, and the well-known data of observational
astronomy leads us to the obvious conclusion:

The main factors forming the observable structure
of the space of the Universe are gravitational fields
of bulky bodies and their rotations, not the space
deformations as previously thought.

Many scientists consider homogeneous isotropic models
as models of the real Universe. A homogeneous isotropic
space-time is described by Friedmann’s metric

ds2 = c2dt2 −R2
dx2 + dy2 + dz2

[
1 + k

4 (x
2 + y2 + z2)

]2 , (51)

where R=R(t); k=0,±1. For such a space, the main ob-
servable characteristics are F i=0, Aik=0, Dik 6=0. In other
words, such a space can undergo deformation (expansion,

∗The direction of this motion is pointed out in the sky as the apex of
the Sun. Interestingly, the Sun has a slow drift of 20 km/sec in the same
direction as the apex, but within the Galaxy with respect to its plane.
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compression, or oscillation), but it is free of rotation and
contains no gravitating bodies (fields). So the metric (51)
is the necessary and sufficient condition for homogeneity
and isotropy. This is a model constructed by an imaginary
observer who is located so far away from matter in the real
Universe that he sees no such details as stars and galaxies.

In contrast to them, we consider a cosmological model
constructed by an Earth observer, who is carried away by all
motions of our planet. Zelmanov, the pioneer of inhomoge-
neous anisotropic relativistic models, pointed out the math-
ematical conditions of a space’s homogeneity and isotropy,
expressed with the terms of physically observable character-
istics of the space [4]. The conditions of isotropy are

Fi = 0 , Aik = 0 , Πik = 0 , Σik = 0 , (52)

where Πik=Dik− 1
3Dhik and Σik=Cik− 1

3 Chik are the
factors of anisotropy of the space deformation and the three-
dimensional (observable) curvature. In a space of the metric
(3) we have Dik=0, hence there Πik=0. However Fi and
Aik are not zero in such a space (see formulae 10 and 11).
Besides these there are the non-zero quantities,

Σ11 = −
1

3

GM

c2r3
+
ω2

c2
;

Σ22 = −
1

3

GM

c2r2
+
ω2r

c2
;

Σ33 =
2

3

GM

c2r3
−
2ω2

c2
.

(53)

We see that a space of the metric (3) is anisotropic due
to its rotation and gravitation.

The conditions of homogeneity, by Zelmanov [4], are

∇jFi = 0 , ∇jAik = 0 , ∇jDik = 0 , ∇jCik = 0 . (54)

Calculating the conditions for the metric (3), we obtain

∇1C11 =
3GM

c2r4
, ∇1C22 =

3GM

c2r2
,

∇1F1 = ω2
(

1 +
3ω2r2

c2

)

+
2GM

r3

(

1 +
3GM

c2r

)

,

∇1A12 = −ω

(
2

r2
+
ω2

c2
+
3GM

c2r3

)

.

(55)

This means, a space of the metric (3) is inhomogeneous
due to its rotation and gravitation.

The results we have obtained manifest thus:

The real space of our Universe, where space bodies
move, is inhomogeneous and anisotropic. Moreover,
the space inhomogeneity and anisotropy determine
the bizarre structure of the Universe which we ob-
serve: the preferred directions along which the space
bodies move, and the hierarchial distribution of the
motions.

5 Conclusions

By means of General Relativity we have shown that the
space metric (3) along the Earth’s trajectory in the Galaxy,
where the Earth follows a complicated spiral traced out by
its orbital motion around the Sun and its concomitant motion
with the whole solar system around the centre of the Galaxy.
We have shown that this metric space is: (a) globally non-
holonomic due to its rotation and the presence of gravitation,
as manifested by the non-holonomic chr.inv.-tensor Aik (11)
calculated in the metric space∗; (b) inhomogeneous, because
the chr.inv.-Christoffel symbols Δkij indicating inhomogene-
ity of space, being calculated in the metric space as shown by
(17), contain gravitation and space rotation; (c) curved due
to gravitation and space rotation, represented in the formulae
for the three-dimensional chr.inv.-curvature Ciklj calculated
in the metric space as shown by (18).

Consequently, in real space there exist “preferred” spatial
directions along which space bodies undergo their orbital
motions.

We have deduced that the observable velocity of light
should be anisotropic in space due to the anisotropy and in-
homogeneity of space, caused by the aforementioned factors
of gravitation and space rotation, despite the world-invariance
of the velocity of light. It has been calculated that two pairs
of synchronised clocks should record different values for the
speed of light in light beams directed towards the Sun and
orthogonal to this direction, at about 4×10−4 c (0.04% of
the measured velocity of light c, i. e. ∼120 km/sec). This
effects should undergo oscillations with a 12-hour period
(due to the daily rotation of the Earth) and with a 6-month
period (due to the motion of the Earth around the Sun).
Equipment most suitable for detecting the effect is that used
by R. T. Cahill (Flinders University, Australia) in his current
experiment on the measurement of the velocity of light in
a one-way RF coaxial-cable equipped with a pair of high
precision synchronized Rb atomic clocks.

The predicted anisotropy of the observable velocity of
light has been deduced as a direct consequence of the geom-
etrical structure of four-dimensional space-time. Therefore,
if the predicted anisotropy is detected by experiment, it will
be one more fact in support of Einstein’s General Theory of
Relativity.

The anisotropy of the observable velocity of light as a
consequence of General Relativity was first pointed out by
D. Rabounski in the editorial preface to [13], his papers
[6, 7], and many private communications with the author,
which commenced in Autumn, 2005. He has stated that the
anisotropy results from the non-holonomity (rotation) of the

∗Gravitation is represented by the mass of the Sun M , while the space
rotation is represented by two factors: the angular velocity ω of the solar
space rotation in the Earth’s orbit (equal to the angular velocity of the
Earth’s rotation around the Sun), and also the linear velocity v of the
rotation of the Sun in common with the whole solar system around the
centre in the Galaxy.
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local space of a real observer and/or the non-holonomity of
the background space of the whole Universe. Moreover, the
non-holonomic field of the space background can produce
energy, if perturbed by a local rotation or oscillation (as this
was theoretically found for stars [6, 7]).

Detailed calculations provided in the present paper show
not only that the non-holonomity (rotation) of space is the
source of the anisotropy of the observable velocity of light,
but also gravitational fields.

This paper will be followed by a series of papers wherein
we study the interaction between the fields of the space non-
holonomity, and also consider these fields as new sources of
energy. This means that we consider open systems. Naturally,
given the case of an inhomogeneous anisotropic universe,
it is impossible to study it as a closed system since such
systems don’t physically exist owing to the presence of space
non-holonomity and gravitation∗. In a subsequent paper we
will consider the non-holonomic fields in a space of the
metric (3) with the use of Einstein’s equations. It is well
known that the equations can be applied to a wide variety
distributions of matter, even inside atomic nuclei. We can
therefore, with the use of the Einstein equations, study the
non-holonomic fields and their interactions in any scaled
part of the Universe — from atomic nuclei to clusters of
galaxies — the problem statement remains the same in all
the considerations.
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Preferred Spatial Directions in the Universe. Part II. Matter Distributed
along Orbital Trajectories, and Energy Produced from It
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Using General Relativity we study the rotating space of an orbiting body (of the
Earth in the Galaxy, for example). In such a space Einstein’s equations predict that:
(1) the space cannot be empty; (2) it abhors a vacuum (i. e. a pure λ-field), and so it
must also possess a substantive distribution (e. g. gas, dust, radiations, etc.). In order
for Maxwell’s equations to satisfy Einstein’s equations, it is shown that: (1) a free
electromagnetic field along the trajectory of an orbiting body must be present, by
means of purely magnetic “standing” waves; (2) electromagnetic fields don’t satisfy
the Einstein equations in a region of orbiting space bodies if there is no distribution of
another substance (e. g. dust, gas or something else). The braking energy of a medium
pervading space equals the energy of the space non-holonomic field. The energy
transforms into heat and radiations within stars by a stellar energy mechanism due
to the background space non-holonomity, so a star takes energy for luminosity from
the space during the orbit. Employing this mechanism in an Earth-bound laboratory,
we can obtain a new source of energy due to the fact that the Earth orbits in the
non-holonomic fields of the space.

1 If a body undergoes orbital motion in a space, the
space cannot be empty

This paper extends a study begun in Preferred Spatial Dir-
ections in the Universe: a General Relativity Approach [1].
We considered a space-time described by the metric∗

ds2 =

(

1−
2GM

c2r
−
ω2r2

c2

)

c2dt2−
2ωr2

c
cdtdϕ−

−

(

1+
2GM

c2r

)

dr2−r2dϕ2−
2ωvr2

c2
dϕdz−dz2,

(1)

where G = 6.67×10−8 cm3

g×sec2 is Newton’s gravitational con-
stant, M is the value of an attracting mass around which
a test-body orbits, ω is the cyclic frequency of the orbital
motion, v is the linear velocity at which the body, in common
with the gravitating mass, moves with respect to the observer
and his references.

In fact, this metric describes (in quasi-Newtonian appro-
ximation) the space along the path of a body which orbits
another body and moves in common with it with respect to
the observer’s reference frame (which determine his physical
reference space), for instance, the motion of the Earth in
the Galaxy. So this metric is applicable to bodies orbiting
anywhere in the Universe.

Here we study, using Einstein’s equations, a space de-
scribed by the metric (1). This approach gives a possibility of
answering this question: does some matter (substance and/or
fields) exist along the trajectory of an orbiting body, and
what is that matter (if present there)?

∗The metric is given in the cylindrical spatial coordinates r, ϕ, z. See
[1] for the reason.

The general covariant Einstein equations are†

Rαβ −
1

2
gαβR = −κTαβ − λ gαβ , (2)

where Rαβ is Ricci’s tensor, gαβ is the fundamental metric
tensor, R is the scalar (Riemannian) curvature, κ = 8πG

c2
=

= 1.86×10−27 cm
g is Einstein’s gravitational constant, Tαβ is

the energy-momentum tensor of a distributed matter, λ is the
so-called cosmological term that describes non-Newtonian
forces of attraction or repulsion‡. A space-time is empty if
Rαβ =0. In this case, R=0, Tαβ =0, λ=0, i. e. no sub-
stance and no λ-fields. A space-time is pervaded by vacuum
if Tαβ =0 but λ 6=0 and hence Rαβ 6=0.

The Einstein equations can be applied to a wide variety
of distributions matter, even inside atomic nuclei. We can
therefore, with the use of the Einstein equations, study the
distribution of matter in any scaled part of the Universe —
from atomic nuclei to clusters of galaxies.

We use the Einstein equations in chronometrically invar-
iant form, i. e. expressed in the terms of physical observed
values (chronometric invariants, by A. Zelmanov [3, 4]). In
such a form, the general covariant equations (2) are repre-
sented by the three sorts of their observable (chronometric-
ally invariant) projections: the projection onto an observer’s

†The space-time (four-dimensional) indices are α, β = 0, 1, 2, 3.
‡Depending upon the sign of λ: λ> 0 stands for repulsion, while

λ< 0 stands for attraction. The cosmological term is also known as the λ-
term. The forces described by λ (known as λ-forces) grow in proportional
to distance and therefore reveal themselves in full at a “cosmological”
distance comparable to the size of the Universe. Because the non-Newtonian
gravitational fields (λ-fields) have never been observed, for our Universe in
general the numerical value of λ is expected to be λ< 10−56 cm−2. Read
Chapter 5 in [2] for the details.
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time line, the mixed (space-time) projection, and the projec-
tion onto the observer’s spatial section [3, 4]

∗∂D

∂t
+DjlD

lj + AjlA
lj + ∗∇jF

j −
1

c2
FjF

j =

= −
κ

2

(
ρc2 + U

)
+ λ̃c2 ;

(3)

∗∇j
(
hijD −Dij − Aij

)
+
2

c2
FjA

ij = κJ i ; (4)

∗∂Dik
∂t

− (Dij + Aij)
(
D
j
k + A

∙j
k∙

)
+DDik −

−DijD
j
k + 3AijA

∙j
k∙ +

1

2
(∗∇iFk +

∗∇kFi)−

−
1

c2
FiFk − c

2Cik =

=
κ

2

(
ρc2hik + 2Uik − Uhik

)
+ λ̃c2hik ,

(5)

where ρ=T00
g00

is the observable density of matter, J i= c T i0√
g00

is

the vector of the observable density of impulse, U ik=c2T ik

is the tensor of the observable density of the impulse flow
(the stress tensor), U=hikU ik. We include λ̃ in the equa-
tions because the metric (1) is applicable at any scale, not
only the cosmological large scale∗.

By the theory of physical observable quantities [3, 4], the
quantities Dik, Fi, Aik and Cik are the observable charact-
eristics of the observer’s reference space: the chr.inv.-tensor
of the rates of the space deformation†

Dik =
1

2

∗∂hik
∂t

, (6)

the chr.inv.-vector of the observable gravitational inertial
force

Fi =
c2

c2 − w

(
∂w

∂xi
−
∂vi
∂t

)

, (7)

the chr.inv.-tensor of the angular velocity of the observable
rotation of the space (the space non-holonomity tensor)

Aik =
1

2

(
∂vk
∂xi

−
∂vi
∂xk

)

+
1

2c2
(Fivk − Fkvi) , (8)

where hik=−gik+
g0i g0k
g00

=−gik+ 1
c2
vivk is the observ-

able spatial chr.inv.-metric tensor, vi=−
c g0i√
g00

is the linear
velocity of the rotation of the observer’s space reference,
w= c2(1−

√
g00) is the gravitational potential. The quantity

Cik=h
mn Cimkn is built on the tensor of the observable

three-dimensional chr.inv.-curvature of the space

Cimkn = Himkn −
1

c2
(2AmiDnk + AinDmk+

+ AnmDik + AmkDin + AkiDmn) ,
(9)

∗As probable λ̃∼ 1
R2

, where R is the spatial radius of a given region,
so the larger the size of a considered region, the smaller is λ. See [2].

†The spatial (three-dimensional) indices are i, k = 1, 2, 3.

which possesses all the properties of the Riemann-Christoffel
curvature tensor Rαβγδ in the observer’s spatial section, and
constructed with the use Hlkij =hjmH ∙∙∙m

lki ∙ , where H ∙∙∙m
lki ∙ is

the chr.inv-tensor similar to Schouten’s tensor [5]

H ∙∙∙m
lki ∙ =

∗∂Δ
j
il

∂xk
−

∗∂Δ
j
kl

∂xi
+ΔmilΔ

j
km −Δ

m
klΔ

j
lm , (10)

while Δkij are the observable chr.inv.-Christoffel symbols

Δkij =h
kmΔij ,m =

1

2

( ∗∂him
∂xj

+
∗∂hjm
∂xi

−
∗∂hij
∂xm

)

. (11)

In the formulae
∗∂
∂xi
= ∂

∂xi
− 1

c2

∗∂
∂t

and
∗∂
∂t
= 1√

g00

∗∂
∂t

are
the chr.inv.-spatial derivative and the chr.inv.-time derivative
respectively, while ∗∇i is the spatial chr.inv.-covariant deriv-
ative, for instance, the chr.inv.-divergence of a chr.inv.-vector

is ∗∇i qi=
∗∂qi

∂xi
+ qi

∗∂ ln
√
h

∂xi
=

∗∂qi

∂xi
+ qiΔ

j
ji. See [3, 4] or [2]

for the details.
We have obtained [1] for the metric (1) the non-zero

components of the observable chr.inv.-metric tensor

h11 = 1 +
2GM

c2r
, h22 = r2

(

1 +
ω2r2

c2

)

,

h23 =
ωr2v

c2
, h33 = 1 ,

h11 = 1−
2GM

c2r
, h22 =

1− ω2r2

c2

r2
,

h23 = −
ωv

c2
, h33 = 1 ,

(12)

nonzero components of F i and Aik

F 1 =

(

ω2r −
GM

r2

)(

1 +
ω2r2

c2

)

,

A12 =
ω

r

(

1−
2GM

c2r
+
ω2r2

2c2

)

, A31 =
ω2vr

c2
,

(13)

and non-zero components of Cik

C11 = −
GM

c2r3
+
3ω2

c2
, C22 = −

GM

c2r
+
3ω2r2

c2
. (14)

Let’s substitute the components of Fi, Aik, Cik and the
chr.inv.-derivatives into the chr.inv.-Einstein equations (3),
(4), and (5). We obtain

ω2+
GM

r3
+
2ω4r2

c2
−
3ω2GM

c2r
=−

κ

2

(
ρc2+U

)
+λ̃c2 ; (15)

κJ1 = 0; κJ2 =
5ωGM

c2r3
; κJ3 = −

2ω2v

c2
; (16)

3GM

r3
+
6ω4r2

c2
−
ω2GM

c2r
+
6G2M2

c2r4
=

=

[
κ

2

(
ρc2 − U

)
+ λ̃c2

](

1 +
2GM

c2r

)

+ κU11 ;
(17)
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9ω4r4

c2
−
9ω2GM

c2r
+
2G2M2

c2r2
=

=

[
κ

2

(
ρc2 − U

)
+ λ̃c2

]

r2
(

1 +
ω2r2

c2

)

+ κU22 ;
(18)

ω3vr2

c2
−
ωvGM

c2r
=

[
κ

2

(
ρc2−U

)
+ λ̃c2

]
ωvr2

c2
+κU23 ; (19)

κ

2

(
ρc2 − U

)
+ λ̃c2 + κU33 = 0 . (20)

Equations (15–20) are written for an arbitrary energy-
momentum tensor Tαβ . As is well known, the left side of the
Einstein equations must have a positive sign. We therefore
conclude, from the first (scalar) chr.inv.-Einstein equation
(15), that the cosmological term λ̃ must be λ̃> 0. (If λ̃ > 0,
the non-Newtonian λ-force is the force of repulsion). So, in
order to have the metric (1) satisfy the Einstein equations,
we can have only the repulsive non-Newtonian forces in the
given region described by the metric (1).

We express the right side of the general covariant Ein-
stein equations (2) as the algebraic sum of two tensors

κ T̃αβ = κTαβ −
λ̃

κ
gαβ , (21)

where the first tensor describes a substance, while the second
describes vacuum (λ-fields). We assume that the given space
is permeated by only λ-fields, i. e. Tαβ =0. In such a case
the observable components of the energy-momentum tensor
of vacuum are

ρ̃ = −
λ̃

κ
, J̃ i = 0 , Ũ ik =

λ̃c2

κ
. (22)

We see that the observable density of vacuum ρ̃=const
is ρ̃ < 0, if λ̃ > 0 and J̃ i=0. So the λ̃-vacuum is a medium
with a negative constant density, and also no flows of mass
(energy) therein.

We obtain from the the second (vector) chr.inv.-Einstein
equation (16): J1=0, J2 6=0, J3 6=0 (J3< 0), so J i 6=0 in
general. Because J i=0 in vacuum, we conclude that:

Any region of space described by the metric specific-
ally along the trajectory of any orbiting body in the
Universe cannot be pervaded solely by vacuum, but
must also be permeated by another distributed sub-
stance.

Orbital motion is the main kind of motion in the
Universe. We therefore conclude that the space of
the Universe must be non-empty; necessarily filled
by a substance (e. g. gas, dust, radiations, etc.). Being
a direct deduction from the Einstein equations, this
is one more fundamental fact predicted by Einstein’s
General Theory of Relativity.

Naturally, as astronomical observations in recent decades
testify, such substances as gas, dust and radiations are found
in any part of that region of the Universe that is access-
ible by modern astronomical techniques. We therefore aim

to describe the medium pervading space, by means of the
algebraical sum of two energy-momentum tensors

Tαβ = T (g)

αβ + T
(em)

αβ , (23)

where T (em)

αβ is set up for electromagnetic radiations as in [6],
while T (g)

αβ describes an ideal liquid or gas

T (g)

αβ =
(
ρ(g) −

p

c2

)
bαbβ −

p

c2
gαβ , (24)

where ρ(g) is the observable density of the medium, p is the
pressure within it, while bα= dxα

ds is the four-dimensional ve-
locity of the flow of the medium with respect to the reference
space (reference body). Gas is a medium in which particles
move chaotically with respect to each other, and also with
respect to an observer’s reference space. So a reference space
doesn’t accompany to flow of mass (energy) in the gas.

The observable components of T (g)

αβ are

T00
g00

=
ρ(g) −

p
c2

1−
∗u2

c2

−
p

c2
, J i =

ρ(g) −
p
c2

1−
∗u2

c2

∗ui,

U ik =

(
ρ(g) −

p
c2

)
∗ui∗uk

1−
∗u2

c2

+ phik,

(25)

while the trace of the stress-tensor U ik is

U =

(
ρ(g) −

p
c2

)
∗u2

1−
∗u2

c2

+ 3p , (26)

where ∗ui= dxi

dτ is the three-dimensional observable velocity
of the flow of the medium ( ∗u2= ∗ui

∗ui=hik
∗ui ∗uk ).

A reference frame (space) where the flow stream of a
mass is qi= c2J i 6=0, doesn’t accompany the medium. As
seen from (16) and (25), given the case we are considering,
∗u1=0, while ∗u2 6=0 and ∗u3 6=0. Hence:

If a body orbits at a radius r in the z-direction, a sub-
stantive medium that necessarily pervades the space
has motions in the ϕ and z-directions (in the cylindr-
ical spatial coordinates r, ϕ, z).

2 Maxwell’s equations in a rotating space: a body can
orbit only if there is a non-zero interplanetary or in-
terstellar magnetic field along the trajectory

What structure is attributed to an electromagnetic field if the
field fills the local space of an orbiting body? As is well
known, the energy-momentum tensor of an electromagnetic
field has the form [6]

T (em)

αβ =
1

4πc2

(

−FασF
σ∙
∙β +

1

4
FστF

στgαβ

)

, (27)

where Fαβ = 1
2

(∂Aβ
∂xα

− ∂Aα
∂xβ

)
is Maxwell’s electromagnetic

field tensor, while Aα is the four-dimensional electromag-
netic field potential given the observable chr.inv.-projections
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ϕ= A0√
g00

and qi=Ai (the scalar and vector three-dimensional
chr.inv-potentials). The observable chr.inv.-components of
T (em)

αβ obtained in [2] are

ρ(em) =
E2 +H∗2

8πc2
, J i(em) =

1

4πc
εikmEkH∗m ,

U ik(em) = ρ(em)h
ik −

1

4π

(
EiEk +H∗iH∗k

)
,

U(em) = ρ(em) ,

(28)

where Ei and the H∗i are the observable chr.inv.-electric and
magnetic field strengths, which are the chr.inv.-projections of
the electromagnetic field tensor Fαβ (read Chapter 3 in [2]
for the details):

Ei =
∗∂ϕ

∂xi
+
1

c

∗∂qi

∂t
−
ϕ

c2
F i, (29)

H∗i=
1

2
εimnHmn=

1

2
εimn

(∗∂qm
∂xn

−
∗∂qn
∂xm

−
2ϕ

c
Amn

)

. (30)

We consider electromagnetic fields that fill the space as
electromagnetic waves — free fields without the sources that
induced them. By the theory of fields, in such an electro-
magnetic field the electric charge density and the current
density vector are zero. In such a case Maxwell’s equations
have the chr.inv.-form [2]:

∗∇iE
i −

2

c
ΩmH

∗m = 0

εikm ∗∇̃k
(
H∗m

√
h
)
−
1

c

∗∂

∂t

(
Ei
√
h
)
= 0





I (31)

∗∇iH
∗i +

2

c
ΩmE

∗m = 0

εikm ∗∇̃k
(
Em

√
h
)
+
1

c

∗∂

∂t

(
H∗i

√
h
)
= 0





II (32)

whereHi= 1
2 εimnH

mn, and ∗∇̃k= ∗∇k− 1
c2
Fk denotes the

chr.inv.-physical divergence.
Because of the ambiguity of the four-dimensional potent-

ial Aα, we can choose for ϕ=0 [6]. A space wherein the

metric (1) is stationary, gives
∗∂qi

∂t
=0. Because the com-

ponents of gαβ depend solely on x1= r of the spatial co-
ordinates r, ϕ, z, the components of the energy-momentum
tensor depend only on r. In such a case we obtain, from
formulae (29) and (30), Ei=0, H∗1=H∗1=0, H∗2= 1√

h

∂q3
∂r

andH∗3=− 1√
h

∂q2
∂r

, so the aforementioned chr.inv.-Maxwell
equations take the form

ΩmH
∗m = 0 ,

εikm ∗∇̃k
(
H∗m

√
h
)
= 0 ,

∗∇iH∗i = 0 .

(33)

We substitute into the first of these equations the values
Ω1=0, Ω2= ω2rv

c2
and Ω3= ω

r

(
1− 2GM

c2r
+ ω2r2

2c2

)
we have

calculated for the metric (1). As a result we obtain a correla-
tion between two components of the electromagnetic field
vector chr.inv.-potential qi, that is

q′2 =
ωvr2

c2
q′3 , (34)

where the prime denotes the differentiation with respect to r.
With the use of (30) we obtain H∗2 and H∗3

H∗2 = r

(

1−
GM

c2r
+
ω2r2

2c2

)

q′3 , H∗3 = 0 , (35)

so the second equation of (33) takes the form

rq′′3

(

1−
GM

c2r
+
ω2r2

2c2

)

+ q′3

(

2−
GM

c2r
+
2ω2r2

c2

)

=0 , (36)

while the third equation of (33) is satisfied identically.
Equation (36) has separable variables, and so can be

rewritten as follows

dy

y
= −

dr

r

(

1 +
3ω2r2

2c2

)

, (37)

where y= q′3. Integrating it, we obtain

y = q′3 =
K

r
e−

3ω2r2

4c2 ≈
K

r

(

1−
3ω2r2

4c2

)

, (38)

where K is a constant of integration. Assuming r= r0 and
y0= q3(0) at the initial moment of time, we determine the

constant: K = y0 r0
(
1+

3ω2r20
4c2

)
. Integrating (38), we have

q3 = K

(

ln r −
3ω2r2

8c2

)

+ L , L = const. (39)

Determining the integration constant L from the initial
conditions, we obtain the final expression for q3:

q3 = K

[

ln
r

r0
−
3ω2

8c2
(
r2 − r20

)
]

+ q3(0) , (40)

where q3(0) is the initial value of q3. Substituting (40) into
(34) we obtain the equation

q′2 =
ωvKr

c2
, (41)

which is easily integrated to

q2 =
ωvK

2c2
(
r2 − r20

)
. (42)

Finally, we calculate the non-zero components of the
magnetic strength chr.inv.-vector H∗i. Substituting the ob-
tained formulae for q′3 (38) and q′2 (41) into the definition of
H∗i (30), we obtain

H∗2=
1
√
h
H31= q

′
3(0)

(

1−
GM

c2r
−
ω2r2

2c2
+
3ω2r20
4c2

)

,

H∗3 =
1
√
h
H12 = −

ωvr0
c2

q′3(0) .

(43)

62 L. Borissova. Preferred Spatial Directions in the Universe. Part II. Matter Distributed along Orbital Trajectories



October, 2006 PROGRESS IN PHYSICS Volume 4

This is the solution for H∗i, the magnetic strength chr.
inv.-vector, obtained from the chr.inv.-Maxwell equations in
the rotating space of an orbiting body. The solution we have
obtained shows that:

A free electromagnetic field along the trajectory of
an orbiting body (ω 6=0, v 6=0) cannot be zero, and
is represented by purely magnetic “standing” waves
(all components of the electric strength are Ei=0).

This fundamental conclusion is easily obtained from the
solution (43).

The linear velocity v of the orbiting body (the body
moves in the x3=z-direction) produces effects in only the
q2-component of the three-dimensional observable vector
potential (i. e. along the ϕ-direction).

The solution (43) exists only if the initial value of the
derivative with respect to r of the z-component of the three-
dimensional observable vector potential is q′3(0) 6=0.

The z-component H∗3 6=0 if the reference body (in com-
mon with the observer) moves in the x3= z-direction at a
linear velocity v and, at the same time, rotates orthogonally
to it in the x2=ϕ-direction at an angular velocity ω. The
component H∗3 is positive, if v is negative. So H∗3 is
directed opposite to the motion of the observer (and his
reference planet, the Earth for instance). The numerical value
of H∗3 is ∼8×10−8 of H∗2. If the reference planet has its
orbit “stopped” in the z-direction (a purely theoretical case),
only H∗2 6=0 is left because it depends on GM

c2r
and ω2r2

2c2
.

The stationary solution (43) of the chr.inv.-Maxwell eq-
uations describes standing magnetic waves in the ϕ- and
z-directions. In such a case, as follows from the condition
Ei=0, the Pointing vector (the density of the impulse of the
electromagnetic field) is J i(em)=0 (see formula 28). On the
other hand the Einstein equations (15–20) we have obtained
for the rotating space of an orbiting body (the same space
as that used for the Maxwell equation) have the density of
the impulse of matter J i 6=0 (see formula 16 in the Einstein
equations), which should be applicable to any distribution of
matter, including electromagnetic fields. This implies that:

In the rotating space of an orbiting body, electro-
magnetic fields don’t satisfy the Einstein equations
if there is no distribution of another substance (dust,
gas or something else) in addition to the fields.

As follows from (25) we have obtained in the metric con-
sidered, J i 6=0 for an ideal liquid or gas. So, if an electro-
magnetic field is added by a gaseous medium (for instance),
they can together satisfy the Einstein equations in the rotat-
ing space of an orbiting body. We therefore conclude that:

Interplanetary/interstellar space where space bodies
are orbiting, must be necessarily pervaded by elect-
romagnetic fields with a concomitant distribution of
substantial matter, such as a gaseous medium, for
instance.

We have actually shown that space bodies cannot un-
dergo orbital motion in empty space, i. e. if electromagnetic

fields and other substantive media (e. g. dust, gas, etc.) are
not present. What a bizarre result!

It should be noted that we have obtained this startling
conclusion using no preliminary proposition or hypothesis.
This conclusion follows directly from the requirement for
Maxwell’s equations and Einstein’s equations to be both
satisfied in the rotating space of an orbiting body. So this is
the actual condition for orbital motion, according to General
Relativity.

3 Preferred spatial directions as a result of the interac-
tion of the space non-holonomity fields

In this section we have to consider three problems arising
from the specific space structure we have obtained for orbital
motion.

First problem. Refer to the chr.inv.-Einstein equations
(15–20) we have obtained in the rotating space of an orbiting
body. The most significant terms in the left side of the scalar
equation (15) are the first two. They both have a positive
sign. Hence the right side of equation (15) must also be
positive, i. e. the right side must satisfy the condition,

λ̃c2 >
κ

2

(
ρc2 + U

)
. (44)

Let’s apply this condition to a particular case of the orbit-
ing body spaces: the space within the corridor along which
the Earth orbits in the Galaxy. As a matter fact, this space
is governed by the metric (1). In this space we have, ω2=
= 4×10−14 sec−2, M =M�= 2×1033 g, r= 15×1012 cm.
We obtain, ω2+ GM

r3 ' 8×10−14 sec−2. Therefore

λ̃c2 > 8×10−14 cm−2, λ̃ > 10−34 cm−2. (45)

As a result λ̃ > 10−34 cm−2 numerically equals ω2

2c2
—

the quantity which was proven in [7] to be the square of
the dynamical “magnetic” strength of the field of the space
non-holonomity. We therefore conclude that the λ̃-field is
connected to the non-holonomity field of the Earth’s space.

We note that the Earth’s space is non-holonomic due to
the effect of a number of factors such as the daily rotation
of the Earth, its yearly rotation around the Sun, its common
rotation with the solar system around the centre of the Gal-
axy, etc. Each factor produces a field of non-holonomity, the
algebraical sum of which gives the complete field of non-
holonomity of the Earth.

Given the problem statement we are considering, the
obtained numerical value λ̃ > 10−34 cm−2 characterizing the
non-Newtonian force of repulsion is attributed to the non-
holonomity field of the Earth’s space which is caused by the
Earth’s rotation around the Sun. If other problem statements
are considered, we can calculate the numerical values of λ̃
characterizing the other factors of the Earth’s space non-
holonomity. The non-Newtonian forces of repulsion obtained
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therein are expected to be directed according to the acting
factors (in different directions), so the numerical value of
each λ̃ has its own meaning, whilst their sum builds the
common non-Newtonian repulsing force acting in the Earth’s
space.

Second problem. As follows from the scalar Einstein
equation (16), the density of the impulse of the distributed
matter in the x3= z-direction

J3 = −
2ω2v

κc2
(46)

has a negative numerical value. So the flow of the distributed
medium that fills the space is directed opposite to the orbital
motion. In other words, according to the theory, the orbiting
body should meet a counter-flow by the medium: a “relativ-
istic braking” should be expected in orbital motions. Because
the orbiting bodies, e. g. the stars, the planets and the satel-
lites, show no such orbital braking, we propose a mech-
anism that refurbishes the braking energy of the medium
into another sort of energy — heat or radiations, for instance.

This conclusion finds verification in recent theoretical
research which, by means of General Relativity, indicates
that stars produce energy due to the background space non-
holonomity [8, 9]. It is shown in papers [8, 9], that General
Relativity, in common with topology, predicts that the most
probable configuration of the background space of the Uni-
verse is globally non-holonomic. The global anisotropic ef-
fect is expected to manifest as the anisotropy of the Cosmic
Microwave Background Radiation and the anisotropy of the
observable velocity of light. Moreover, if the global non-
holonomic background is perturbed by a local rotation or os-
cillation (local non-holonomic fields), the background field
produces energy in order to compensate for the perturbation
in it. Such an energy producing mechanism is expected to be
operating in stars, in the process of transfer of radiant energy
from the central region to the surface, which has verification
in the data of observational astrophysics [9].

From the standpoint of our theory herein, the aforemen-
tioned mechanism producing stellar energy [8, 9] is due to
a number of factors that build the background space non-
holonomity field in stars, not only the globally non-holo-
nomic field of the Universe. By our theory, the substantive
distribution is also connected to the space non-holonomity
so that the braking energy of the medium is related to the
space non-holonomity field. So a star, being in orbit in the
Galaxy and the group of galaxies, meets the non-holonomity
fields produced by the rotations of the Galactic space, the
Local Group of galaxies, etc. Then the braking energy of
the medium that fills the spaces (the same as for the energy
of the space non-holonomic field) transforms into heat and
radiations within the star by the stellar energy mechanism as
shown in [8, 9]. In other words, a star “absorbs” the energy
of the non-holonomity fields of the spaces wherein it is
orbiting, then transforms the energy into heat and radiations.

Employing this mechanism in an Earth-bound laboratory,
we can obtain a new source of energy due to the fact that
the Earth orbits in the non-holonomic fields of the space.

Third problem. A relative variation of the observable vel-
ocity of light in the z-direction we have obtained in [1] is

Δż

c
= 2×10−4 sin 2 ω̃τ , (47)

where ω̃=ω
(
1+ v

c

)
, whilst given an Earth-bound labora-

tory the space rotation thereof is the sum of the Earth’s
rotations around the Sun and around the centre of the Galaxy.
We see therefore, that we have a relative variation Δż

c 6=0 of
the observable velocity of light only if both ω 6=0 and v 6=0.
Hence the predicted anisotropy of the observable velocity of
light depends on the interaction of two fields of non-holo-
nomity that are represented in the laboratory space (within
the framework of the considered problem statement).

The same is true for the flow of matter distributed
throughout the space (46): J3 6=0 only if both ω 6=0 and
v 6=0. Thus the energy produced in a star due to the back-
ground space non-holonomity should be dependent not only
on the absolute value of the non-holonomity (as the sum of
all acting non-holonomic fields), but also on the interaction
between the non-holonomic fields.
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oden der Differentialgeometrie. Zentralblatt für Mathematik,
1935, Bd. 11 und Bd. 19.

6. Landau L. D. and Lifshitz E. M. The classical theory of fields.
Butterworth–Heinemann, 2003, 428 pages (4th final edition,
revised and expanded).

7. Rabounski D. A theory of gravity like electrodynamics. Prog-
ress in Physics, 2005, v. 2, 15–29.

8. Rabounski D. Thomson dispersion of light in stars as a gene-
rator of stellar energy. Progress in Physics, 2006, v. 4, 3–10.

9. Rabounski D. A source of energy for any kind of star. Progress
in Physics, 2006, v. 4, 19–23.

64 L. Borissova. Preferred Spatial Directions in the Universe. Part II. Matter Distributed along Orbital Trajectories



October, 2006 PROGRESS IN PHYSICS Volume 4

Multi-Spaces and Many Worlds from Conservation Laws

Giuseppe Basini∗ and Salvatore Capozziello†

∗Laboratori Nazionali di Frascati, INFN, Via E. Fermi C.P. 13, I-0044 Frascati (Roma) Italy
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Many Worlds interpretation of Quantum Mechanics can be related to a General Con-
servation Principle in the framework of the so called Open Quantum Relativity.
Specifically, conservation laws in phase space of physical systems (e. g. minisuper-
space) give rise to natural selection rules by which it is possible to discriminate among
physical and unphysical solutions which, in the specific case of Quantum Cosmology,
can be interpreted as physical and unphysical universes. We work out several examples
by which the role of conservation laws is prominent in achieving the solutions and
their interpretation.

1 Introduction

The issue to achieve a unified field theory cannot overcome
to take into account the role and meaning of conservation
laws and dynamical symmetries which have always had a
fundamental role in physics. From a mathematical view-
point, their existence allows to “reduce” the dynamics and
then to obtain first integrals of motion, which often allow the
exact solution of the problem of motion. Noether theorem is
a prominent result in this sense, since it establishes a deep
link between conservation laws and symmetries. Moreover,
conservation laws can play a deep role in the definition of
physical theories and, in particular, to define space-times
which are of physical interest. The underlying philosophy is
the fact that the violation of conservation laws (and then the
symmetry breaking) could be nothing else but an artificial
tool introduced in contemporary physics in order to solve
phenomenologically some puzzles and problems, while ef-
fective conservation laws are never violated [1]. The absolu-
te validity of conservation laws, instead, allows the solution
of a wide variety of phenomena ranging from entanglement
of physical systems [2], to the rotation curves of spiral gal-
axies [4]. Such results do not come from some a priori
request of the theory, but is derived from the existence of
a General Conservation Law (in higher dimensional space-
time) where no violation is allowed [5]. This approach natur-
ally leads to a dynamical unification scheme (the so called
Open Quantum Relativity [1]) which can be, as a minimal
extension, formulated in 5D [6]. In this context, it is worth
stressing the deep relations among symmetries and first in-
tegrals of motion, conservation laws with the number and
dimensionality of configuration spaces. In fact, phenomena,
which in standard physics appear as due to symmetry break-
ings can be encompassed in a multi-space formulation as
previously shown by Smarandache [7, 8]. On the other hand,
the need of a multi-space formulation of the theory gives rise

to a direct application of the “Many Worlds” Interpretation
of Quantum Mechanics [9, 10], in the sense that multi-
spaces are nothing else but many worlds in the framework
of Quantum Cosmology [11]. This is the argument of this
paper: we want to show that configuration spaces derived
from the request of integrability of the dynamical systems
(and then from the presence of conservation laws) are phys-
ical universes, (i. e. observable universes) where cosmolo-
gical parameters can be observed. On the other hand, if
conservation laws are not present, in universes which come
out in a Many Worlds interpretation are “unphysical” that
is, it is not possible to label them by a set of observable
cosmological parameters (technically they are “instanton-
solutions”). In Sect. 2, we develop mathematical considera-
tions on conservation laws showing how the presence of
symmetries allows the integration of the dynamical systems,
which means that the phase-space (and general solution)
can be “split” in a multi-space of “integrated” components.
Sect. 3 is devoted to the discussion of Many Worlds interpre-
tation of Quantum Cosmology and, in particular, to the fact
that multi-spaces related to the phase-space of conservation
laws can be interpreted as “minisuperspaces” thanks to the
Hartle criterion. Many Worlds-solutions from conservation
laws are obtained in Sect. 4 by integrating the Wheeler-
DeWitt (WDW) equation of Quantum Cosmology. Conclu-
sions are drawn in Sect. 5.

2 Conservation laws and multi-spaces

Before considering multi-spaces and how they can be inter-
preted as the Many Worlds of Quantum Cosmology, let us
discuss the reduction problem of dynamics connected sym-
metries and conservation laws. Our issue is to show that
the total phase-space of a given dynamical system can be
split in many subspaces, each of them related to a specific
conserved quantity. As a general remark, it is possible to
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show that if the Lie derivative of a given geometric quantity
(e. g. vector, tensor, differential form) is zero, such a quantity
is conserved. This property is covariant and specifies the
number of dimensions and the nature of configuration space
(and then of the phase-space) where the given dynamical
system is defined. Furthermore, the existence of conserved
quantities always implies a reduction of dynamics which
means that the order of equations of motion is reduced thanks
to the existence of first integrals. Before considering specific
systems, let us remind some properties of the Lie derivative
and how conservation laws are related to it. Let LX be the
Lie derivative

(LX ω) ξ =
d

dt
ω (gt∗ ξ) , (1)

where ω is a differential form of Rn defined on the vector
field ξ, gt∗ is the differential of the phase flux {gt} given
by the vector field X on a differential manifold M. The
discussion can be specified by considering a Lagrangian L
which is a function defined on the tangent space of config-
urations TQ≡{qi, q̇i}, that is L : TQ→<. In this case, the
vector field X is

X = αi(q)
∂

∂qi
+ α̇i(q)

∂

∂q̇i
, (2)

where the dot denotes the derivative with respect to t, and
we have

LXL = XL = αi (q)
∂L

∂qi
+ α̇i (q)

∂L

∂q̇i
. (3)

It is important to note that t is simply a parameter which
specifies the evolution of the system. The condition

LXL = 0 (4)

implies that the phase flux is conserved along X: this means
that a constant of motion exists for L and a conservation law
is associated to the vector X . In fact, by taking into account
the Euler-Lagrange equations, it is easy to show that

d

dt

(

αi
∂L

∂q̇i

)

= LXL . (5)

If (4) holds, the relation Σ0=α
i ∂L

∂q̇i
identifies a cons-

tant of motion. Alternatively, using a generalized differential

for the Lagrangian L, the Cartan one–form, θL ≡
∂L

∂q̇i
dqi

and defining the inner derivative iXθL=〈θL, X〉, we get

iXθL = Σ0 (6)

if, again, condition (4) holds. This representation identifies
cyclic variables. Using a point transformation on vector field
(2), it is possible to get

X̃ = (iXdQ
k)

∂

∂Qk
+

[
d

dt
(iXdQ

k)

]
∂

∂Q̇k
. (7)

From now on, Lagrangians and vector fields transformed
by the non–degenerate transformation

Qi = Qi(q) , Q̇i(q) =
∂Qi

∂q j
q̇ j (8)

will be denoted by a tilde. If X is a symmetry for the
Lagrangian L, also X̃ is a symmetry for the Lagrangian L̃
giving rise to a conserved quantity, thus it is always possible
to choose a coordinate transformation so that

iXdQ
1 = 1 , iXdQ

i = 0 , i 6= 1 , (9)

and then

X̃ =
∂

∂Q1
,

∂L̃

∂Q1
= 0 . (10)

It is evident that Q1 is a cyclic coordinate because dyn-
amics can be reduced. Specifically, the “reduction” is con-
nected to the existence of the second of (10). However, the
change of coordinates is not unique and an opportune choice
of coordinates is always important. Furthermore, it is pos-
sible that more symmetries are existent. In this case more
cyclic variables must exist. In general, a reduction procedure
by cyclic coordinates can be achieved in three steps: (i) we
choose a symmetry and obtain new coordinates as above
and after this first reduction, we get a new Lagrangian L̃
with a cyclic coordinate; (ii) we search for new symmetries
in this new space and iterate the reduction technique until
it is possible; (iii) the process stops if we select a pure
kinetic Lagrangian where all coordinates are cyclic. In such
a case, the dynamical system is completely integrable and
integration can be achieved along every coordinate of con-
figuration space (or every generalized coordinate-conjugate
momentum couple of phase space). In this case, the total
phase-space is split in subspaces, each one labelled by a
conserved quantity. Technically, every symmetry selects a
constant conjugate momentum since, by the Euler–Lagrange
equations we get

∂L̃

∂Qi
= 0⇐⇒

∂L̃

∂Q̇i
= Σi , (11)

and the existence of a constant conjugate momentum means
that a cyclic variable (a symmetry) exists.

However, The Lagrangian L=L(qi, q̇ j) has to be non-
degenerate, which means that the Hessian determinant has
to be non-zero.

From the Lagrangian formalism, we can pass to the Ha-
miltonian one through the Legendre transformation

H = πj q̇
j − L(q j , q̇ j) , πj =

∂L

∂q̇ j
, (12)

defining, respectively, the Hamiltonian function and the con-
jugate momenta. In the Hamiltonian formalism, the conserv-
ation laws are obtained when

[
Σj ,H

]
=0, 16 j6m This

is the relation for conserved momenta and, in order to obtain
a symmetry, the Hamilton function has to satisfy the relation
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LΓH = 0 , where the vector Γ is defined by

Γ = q̇ i
∂

∂qi
+ q̈ i

∂

∂q̇i
. (13)

Let us now go to the specific formalism of Quantum
Mechanics which we will use for the following Quantum
Cosmology considerations. By the Dirac canonical quanti-
zation procedure, we have

πj −→ π̂j = −i∂j , H −→ Ĥ (q j ,−i∂q j ) . (14)

If |Ψ〉 is a state of the system (i. e. its wave function),
dynamics is given by the Schrödinger eigenvalue equation

Ĥ |Ψ〉 = E |Ψ〉 , (15)

where, obviously, the whole wave-function is given by
|φ(t, x)〉 = eiEt/h̄ |Ψ〉. If a symmetry exists, the reduction
procedure outlined above can be applied and then, from (11)
and (12), we get

π1 ≡
∂L

∂Q̇1
= iX1θL = Σ1 ,

π2 ≡
∂L

∂Q̇2
= iX2θL = Σ2 , (16)

. . . . . . . . . ,

depending on the number of symmetry vectors. After Dirac
quantization, we get

−i∂1|Ψ〉 = Σ1|Ψ〉, −i∂2|Ψ〉 = Σ2|Ψ〉, . . . (17)

which are nothing else but translations along the Qj axis
singled out by the corresponding symmetry. Eqs. (17) can
be immediately integrated and, being Σj real constants, we
obtain oscillatory behaviors for |Ψ〉 in the directions of sym-
metries, i. e.

|Ψ〉 =
m∑

j=1

eiΣjQ
j

|χ(Ql)〉 , m < l 6 n , (18)

where m is the number of symmetries, l are the directions
where symmetries do not exist and n is the number of dim-
ensions of configuration space. Vice-versa, dynamics given
by (15) can be reduced by (17) if, and only if, it is possible to
define constant conjugate momenta as in (16), i.e. oscillatory
behaviors of a subset of solutions |Ψ〉 exist as a consequen-
ce of the fact that symmetries are present in the dynamics.
The m symmetries give first integrals of motion. In one
and two–dimensional configuration spaces, the existence of
a symmetry allows the complete solution of the problem.
Therefore, if m=n, the problem is completely solvable and
a symmetry exists for every variable of configuration space.
The reduction procedure of dynamics, connected to the exist-
ence of symmetries, allows to select a subset of the general
solution of equations of motion, where oscillatory behaviors

of the wave functions are found. In other words, symmetries
select exact solutions and reduce dynamics. In these cases,
the general solution of a dynamical system can be split in a
combination of functions each of them depending on a given
variable. As a corollary, a Lagrangian (or a Hamiltonian)
where only kinetic terms are present gives always rise to
a full integrable dynamics. The total phase-space M of the
system, thanks to conservation laws, can be split in the ten-
sor product of phase-spaces (multi-spaces) assigned by con-
served momenta, i. e. {qi, πi}→{Qi,Σi} , and then M=
=Πni=1{Qi,

⊗
Σi}. As we will see, this feature is relevant

in minisuperspace Quantum Cosmology.

3 The “many-worlds” interpretation of Quantum
Mechanics and the role of conservation laws

The above considerations acquire a fundamental role in
Minisuperspace Quantum Cosmology since, as we will see,
Conservation Laws give rise to an approach by which it is
possible to “select” physical universes. Quantum Cosmology
is one of the results of the efforts of last thirty years directed
to the quantization of gravity [12]. The aim has been to
obtain a scheme in which gravity is treated on the same
ground of the other interaction of Nature. Such an approach
(not a coherent theory yet) is the canonical quantization
of gravity. In order to test the theoretical results, Planck’s
scales, which cannot be reached by the current physics, have
to be considered, so the cosmology is the most reasonable
area for the application of the observable predictions of
quantum gravity. More properly, Quantum Cosmology is the
quantization of dynamical systems which are “universes”. In
this context, supposed the Universe as a whole (the ensemble
of all the possible universes), it has a quantum mechanical
nature and that an observable universe is only a limit concept
valid in particular regions of a manifold (superspace) com-
posed by all the possible space-like 3-geometries and local
configurations of the matter fields. The task of Quantum
Cosmology is to relate all the measurable quantities of the
observable universe∗ to the assigned boundary conditions for
a wave function in the superspace. This wave function has
to be connected to the probability to obtain typical universes
(even if, in the standard approach, it is not a proper probabili-
ty amplitude since a Hilbert space does not exist in the cano-
nical formulation of quantum gravity) [11]. Quantum Cos-
mology has to solve, in principle, the problem of the initial
conditions of the standard cosmology: i.e. it should explain
the observed universe, specifying the physical meaning of
the boundary conditions of the superspace wave function.
In other words, the main issue of quantum cosmology is
to search for boundary conditions in agreement with the

∗An operative definition of “observable universe” could be a universe
where cosmological parameters as the Hubble one H0, the deceleration
parameter q0, the density parameters ΩM , ΩΛ, Ωk and the age t0 can be
inferred by observations [3].
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astronomical observations and these conditions have to be
contained in the wave function of the universe |Ψ〉. The
dynamical behavior of |Ψ〉 in the superspace is described by
the Wheeler-DeWitt (WDW) equation [12] that is a second
order functional differential equation hard to handle, because
it has infinite degrees of freedom. Usually attention has
been concentrated on finite dimensional models in which the
metrics and the matter fields are restricted to particular forms
(minisuperspace models), like homogeneous and isotropic
spacetimes. With these choices, the WDW equation becomes
a second order partial differential equation which, possibly,
can be exactly integrated. However, by definition, there is no
rest outside of the Universe in cosmology, so that boundary
conditions must be considered as a fundamental law of phys-
ics [11]. Moreover, not only the conceptual difficulties, but
also the mathematical ones, make Quantum Cosmology hard
to handle. For example, the superspace of geometrodynamics
[13] has infinite degrees of freedom so that it is technically
impossible to integrate the full infinite dimensional WDW
equation. Besides, a Hilbert space of states describing the
universe is not available [12]. Finally, it is not well establish-
ed how to interpret the solutions of WDW equation in the
framework of probability theory. Despite these still unsolved
shortcomings, several positive results have been obtained
and Quantum Cosmology has become a sort of paradigm
in theoretical physics researches. For example the infinite-
dimensional superspace can be restricted to opportune finite-
dimensional configuration spaces called minisuperspaces. In
this case, the above mathematical difficulties can be avoided
and the WDW equation can be integrated. The so called
no boundary condition by Harte and Hawking [14] and the
tunneling from nothing by Vilenkin [15] give reasonable
laws for initial conditions from which our observable uni-
verse could be started. The Hartle criterion [11] is an inter-
pretative scheme for the solutions of the WDW equation.
Hartle proposed to look for peaks of the wave function of
the universe: if it is strongly peaked, we have correlations
among the geometrical and matter degrees of freedom; if
it is not peaked, correlations are lost. In the first case, the
emergence of classical relativistic trajectories (i.e. universes)
is expected. The analogy to the quantum mechanics is
immediate. If we have a potential barrier and a wave func-
tion, solution of the Schrödinger equation, we have an os-
cillatory regime upon and outside the barrier while we
have a decreasing exponential behavior under the barrier.
The situation is analogous in Quantum Cosmology: now
potential barrier has to be replaced by the superpotential
U(hij , ϕ), where hij are the components of the three–metric
of geometrodynamics and ϕ is a generic scalar field describ-
ing the matter content. More precisely, the wave function of
the universe can be written as

Ψ
[
hij(x), φ(x)

]
∼eim

2
PS , (19)

where mp is the Planck mass and

S≡S0+m
−2
P S1+O(m

−4
P ) (20)

is the action which can be expanded. We have to note that
there is no normalization factor due to the lack of a proba-
bilistic interpretative full scheme. Inserting S into the WDW
equation and equating similar power terms of mp, one ob-
tains the Hamilton-Jacobi equation for S0. Similarly, one
gets equations for S1, S2 . . . , which can be solved consi-
dering results of previous orders giving rise to the higher
order perturbation theory. We need only S0 to recover the
semi-classical limit of Quantum Cosmology [10]. If S0 is a
real number, we get oscillating WKB modes and the Hartle
criterion is recovered since |Ψ〉 is peaked on a phase-space
region defined by

πij = m2
P

δS0
δhij

, πϕ = m2
P

δS0
δϕ

, (21)

where πij and πϕ are classical momenta conjugates to hij

and ϕ. It is worth stressing, at this point, that such a momenta
are nothing else but Conservation Laws. The semi-classical
region of superspace, where Ψ has an oscillating structure, is
the Lorentz one otherwise it is Euclidean∗. In the latter case,
we have S= iI and

Ψ∼ e−m
2
P I , (22)

where I is the action for the Euclidean solutions of classical
field equations (istantons). This scheme, at least at a semi-
classical level, solves the problem of initial conditions. Given
an action S0, Eqs. (21) imply n free parameters (one for each
dimension of the configuration space Q ≡ {hij , ϕ}) and then
n first integrals of motion exactly as in the scheme proposed
in the previous section. However the general solution of the
field equations involves 2n − 1 parameters (one for each
Hamilton equation of motion except the energy constraint).
Consequently, the wave function is peaked on a subset of the
general solution. In this sense, the boundary conditions on
the wave function imply initial conditions for the classical
solutions. In other words, the issue is searching for some
general method by which selecting such constants of motion
related to the emergence of classical trajectories without
arbitrarily choosing regions of the phase-space where mo-
menta are conserved. In this sense, there is a deep connection
between the conservation laws and the structure of the wave
function of the universe. Using the results of the previous
section (see Eq. 18), the oscillatory regime, and then the
correlation among the variables in the framework of the
Hartle criterion, is guaranteed only if conservation laws are
present into dynamics. In this context, if conservation laws
are absolutely valid, the above reduction procedure gives
rise to subsets of the infinite dimensional general solution of

∗It is important to note that we are using both symbols |Ψ〉 and Ψ
depending on the interpretation which we want to give to the wave function.
In the first case, the wave function is considered a “quantum-state”, in the
second one, it has a semi-classical interpretation.
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the WDW equation where oscillating behaviors are recover-
ed. Viceversa, the Hartle criterion is always connected to the
presence of a conservation law and then to the emergence of
classical trajectories which are observable universes where
cosmological observations are possible. Then the above re-
sult can be given in the following way:

In minisuperspace quantum cosmology, the existence
of conservation laws yields a reduction procedure of
dynamics which allows to find out oscillatory behav-
iors for the general solution of WDW equation. Vice-
versa, if a subset of the solution of WDW equation has
an oscillatory behavior, conserved momenta have to
exist and conservation laws are present. If a conserv-
ation law exists for every configuration variable, the
dynamical system is completely integrable and the ge-
neral solution of WDW equation is a superposition
of oscillatory behaviors. In other words, conservation
laws allow and select observable universes.

On the other hand, if conservation laws are not valid the
WDW multi-space solution give rise to non-observable uni-
verses (instanton solutions).

4 Many worlds from conservation laws

In order to give concrete examples of the above results,
we can show how, given a generic theory of gravity, it is
possible to work out minisuperspace cosmological models
where observable universes (classical trajectories) are ob-
tained thanks to the existence of conserved quantities. We
shall take into account the most general action in which
gravity is nonminimally coupled to a scalar field:

A=

∫

M

d4x
√
−g

[

F (ϕ)R+
1

2
gμνϕ;μϕ;ν−V (ϕ)+Lm

]

(23)

where the form and the role of V (ϕ) are still general and Lm
represents the standard fluid matter content of the theory.
This effective action comes out in the framework of the
Open Quantum Relativity [1, 6] a dynamical theory in which,
asking for a General Conservation Principle [5], the unifica-
tion of different interactions is achieved and several short-
comings of modern physics are overcome (see [1] and ref-
erences therein). The state equation of fluid matter is p=
=(γ−1)ρ and 16 γ6 2 where p and ρ are, respectively,
the ordinary pressure and density. Now we have all the ingre-
dients to develop a scalar-tensor gravity quantum cosmology.
Using the transformations:

ϕ = e−ϕ, F (ϕ) =
1

8
e−2ϕ, V (ϕ) = U(ϕ)e−2ϕ, (24)

the action (23) can be recast in the form

A =

∫
d4x

√
−g
{
exp
[
−2ϕ

][
R+ 4gμνϕ;μϕ; ν +

−U(ϕ)
]
+ Lm

}
,

(25)

always using Planck units 8πG= c=1. Let us now take
into account a Friedman, Robertson, Walker (FRW) metric
ds2= dt2− a2(t)dΩ23, where dΩ23 is the 3–dimensional
element of the spacelike manifold. With this assumption,
the configuration space is Q≡{a, ϕ} and the tangent space
is TQ≡{a, ȧ, ϕ, ϕ̇}. This is our minisuperspace. Clearly
p= p(a) and ρ= ρ(a). Substituting the FRW metric and
integrating by parts, the Lagrangian (25) becomes point-
like, that is:

L =
1

8
a3e−2ϕ

[

6

(
ȧ

a

)2
− 12 ϕ̇

(
ȧ

a

)

− 6
k

a2
+

+4 ϕ̇2 − 8U(ϕ)

]

+ a3Lm .

(26)

At this point, it is worth noting that the scale–factor
duality symmetry arises if the transformation of the scale
factor of a homogeneous and isotropic space-time metric,
a(t)→ a−1(−t), leaves the model invariant, taking into ac-
count also the form of the potential U .

Provided the transformations

ψ = ϕ−
3

2
ln a , Z = ln a , (27)

the Lagrangian (26) becomes:

L = e−2ψ
[
4ψ̇2−3Ż2−6ke−2Z−8W

]
+De3(1−γ)Z (28)

where the potential W (ψ,Z), thanks to the transformations
(27), is depending on both the variables of the minisuper-
space. In the new variables, the duality invariance has be-
come a parity invariance since Z and −Z are both solutions
of dynamics. The emergence of this feature is related to
the presence of nonminimal coupling; it allows the fact that
several solutions can be extended for t→−∞ without sin-
gularities [3]. Another important consideration is connected
to the role of perfect fluid matter. It introduces two further
parameters which are D (related to the bulk of matter) and
γ (related to the type of matter which can be e.g. radiation
γ = 4/3 or dust γ = 1). We shall see below that they directly
determine the form of cosmological solutions. Two general
forms of potential W preserving the duality symmetry

W (Z,ψ) =
D

4
e−3γZe2ψ , W (Z,ψ) = Λ , (29)

where Λ=const. These are all the ingredient we need in
order to construct our minisuperspace quantum cosmology.
Let us start with a simple but extremely didactic example of
the above effective action (25) which is

A =

∫
d4x

√
−g e−2ϕ

[
R+ 4(∂ϕ)2 − Λ

]
, (30)

where D= k=0 and W =Λ. This example is useful to
show, as we shall see below, the way in which the full theory
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works. The Lagrangian (28) becomes

L = −3e−2ψŻ2 + 4ψ̇2e−2ψ − 2Λe−2ψ, (31)

that is cyclic in Z. Due to the considerations in previous
section, we have to derive a conserved quantity, relatively to
the variable Z, and then an oscillatory behavior for the wave
function of the universe Ψ. The Legendre transformation for
the conjugate momenta gives

πZ =
∂L

∂Ż
= −6Że−2ψ, πψ =

∂L

∂ψ̇
= 8ψ̇e−2ψ, (32)

and the Hamitonian isH=πZŻ +πψψ̇−L. From Dirac ca-
nonical quantization rules, it is possible to write πZ→−i∂Z
and πψ→−i∂ψ , and then the WDW equation is

[
1

12
∂2Z −

1

16
∂2ψ + 2Λe

−4ψ

]

Ψ(Z,ψ) = 0 , (33)

where a simple factor ordering choice is done [11]. This
is a second order partial differential equation which can
be solved by separation of variables Ψ(Z,ψ)=A(Z)B(ψ)
from which Eq. (33) can be split into two ordinary differen-
tial equations

d2B(ψ)

dψ2
−
(
32Λe−4ψ + 16E

)
B(ψ) = 0 , (34)

d2A(z)

dz2
= 12EA(z) , (35)

where E is a arbitrary constant. For E> 0, the general solu-
tion of the WDW equation is

Ψ(Z,ψ) ∝ exp

(

±

√
3

2
Z

)

×

×

[

c0 ∓
1

8
√
2Λ
exp

(
±4
√
2Λ e−2ψ

)]

×

× exp
[
ψ ∓ 2

√
2Λ e−2ψ

]
.

(36)

For E< 0, Eq. (35) is a harmonic oscillator whose solu-
tions are A(Z)∝± sin(mZ) (we have put |E|=m2). In
this case the momentum πZ =m is a constant of motion.
Eq. (34) is solvable in terms of modified Bessel functions
and the general solution of Eq. (33) is

Ψ(Z,ψ) ∝ ± sin(mZ)K im
2Λ

(√
2Λ e−2ψ

)
; (37)

with an evident oscillatory behavior. Finally, in the case
E=0, the solution is

Ψ(Z,ψ) ∝ ZK0

(√
2Λ e−2ψ

)
, (38)

where K0 is the modified Bessel function of zero order. The
absence of a positive defined scalar product in the super-
space prevents the existence of a Hilbert space for the states

of the WDW equation; i. e. we cannot apply the full probabi-
lity interpretation to the squared modulus of the wave func-
tion of the universe. This is the reason why we have to
omit the normalization constants in front of the solutions
(36), (37), (38). Various suggestions have been given in
literature to interpret Ψ [11], although starting from different
points of view, all these different interpretations arrive to the
conclusion that, at least in the semiclassical limit, a notion
of measure can be introduced considering |Ψ|2. As we said
above, the strong peaks of |Ψ|2 (oscillatory behaviors) in-
dicate classical correlations among the dynamical variables,
whereas weak variations of |Ψ|2 mean the absence of corre-
lations [11]. In fact the presence of strong amplitude peaks
of the wave function seems to be the common indicator of
where the classical (in principle observable) universes enucl-
eates in its configuration space. The classical limit of quan-
tum cosmology can be recovered in the oscillation regime
with great phase values of Ψ: in this region the wave func-
tion is strongly peaked on first integrals of motion related to
conservation laws. In the case presented here, the solutions
(36), (37), (38) give information on the nature and the prop-
erties of classical cosmological behavior: for the vacuum
state, E = 0, we have

Ψ ∼ ln a
√
π eψ exp

(
−
√
2Λ e−2ψ

)
→ 0 , (39)

for ψ → −∞ and
Ψ ∼ 2ψ ln a , (40)

for ψ→+∞. So |Ψ|2 is exponentially small for ψ6 0, while

it increases for great ψ. This fact tells us that is most pro-
bable a realization of a classical universe for great field
configurations (for example see the prescriptions for chaotic
inflation where the scalar field has to start with a mass of
a few Planck masses [16]). Another feature which emerges
from (36) and (37) is the following: as Z = ln a, Ψ can
be considered a superposition of states Ψ(a) with states
Ψ(a−1), that is the wave function of the universe (and also
the WDW equation) contains the scale factor duality.
Furthermore, using the first integrals of motion ( i.e the ca-
nonical momenta related to conservation laws), we get the
classical solutions

a(t) = a0

[
cosλτ + sinλτ

cosλτ − sinλτ

]±
√
3/3

, (41)

ϕ(t) =
1

4
ln

[
λ2

k cos2 2λτ

]

±

±

√
3

2
ln

∣
∣
∣
∣
cosλτ + sinλτ

cosλτ − sinλτ

∣
∣
∣
∣+ ϕ0 ,

(42)

and

a(t) = a0 exp

{

∓
1
√
6
arctan

[
1− 2e4λτ

2e2λτ
√
1− e4λτ

]}

, (43)
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Λ k D γ Solution

6= 0 0 6= 0 1 CT

0 0 6= 0 1 CT

0 ±1 6= 0 4/3 I

6= 0 0 0 ∀γ CT

0 k > 0 6k ∀γ CT and I

Table 1: Main features of the solutions of WDW equation, Clas-
sical Trajectories (CT) and Instantons (I), for different values of
parameter Λ, k, D, γ.

ϕ(t) =
1

4
ln

[
2λ2e4λτ

k (1− e4λτ )

]

∓

∓
1
√
6
arctan

[
1− 2e4λτ

2e2λτ
√
1− e4λτ

]

+ ϕ0 ,

(44)

where τ =±t, k is an integration constant and λ2=Λ/2.
In (41), (42), we have Λ> 0, in (43), (44) Λ< 0. These
“universes” are “observable” since, starting from these solu-
tions, it is easy to construct all the cosmological parameters
H0, q0, ΩΛ, ΩM and t0. It is worth stressing that such
solutions are found only if conservation laws exists. It is
remarkable that the scalar factor duality emerges also for the
wave function of the universe in a quantum cosmology con-
text: that is the solutions for a have their dual counterpart
a−1 in the quantum state described by Ψ. This fact, in the
philosophy of quantum cosmology, allows to fix a law for
the initial conditions (e. g. Vilenkin tunneling from nothing
or Hartle-Hawking no-boundary conditions [11]) in which
the duality is a property of the configuration space where
our classical universe enucleates. This fact gives rise to cos-
mological solutions which can be consistently defined for
t→±∞.

The approach can be directly extended to the Lagrangian
(28), from which, by a Legendre transformation and a canon-
ical quantization, we get the WDW equation
[
1

2
∂2Z −

1

8
∂2ψ + 3ke

−2Z−4ψ +

+4We−4ψ −De3(1−γ)Z−2ψ
]

Ψ(Z,ψ) = 0 ,

(45)

whose solutions can be classified by the potential parameter
Λ, the spatial curvature k, the bulk of matter D, and the
adiabatic index γ. In the following Table, we give the main
features of WDW solutions.

5 Discussion and conclusions

In this paper, we have shown that the reduction procedure
of dynamics, related to conservation laws, can give rise to a

splitting of the phase-space of a physical system, by which
it is possible to achieve the complete solution of dynamics.
This result can be applied to Quantum Cosmology, leading
to the result that physical many worlds can be related to in-
tegrable multi-spaces of the above splitting. From a mathem-
atical viewpoint, the above statement deserves some further
discussion. As a first remark the general solution (18) can
be interpreted as a superposition of particular solutions (the
components in different directions) which result more solved
(i.e. separated in every direction of configuration space) if
more symmetries exist. Starting from such a consideration,
as a consequence, we can establish a sort of degree of solv-
ability, among the components of a given physical system,
connected to the number of symmetries: (i) a system is com-
pletely solvable and separable if a symmetry exists for every
direction of configuration space (in this case, the system
is fully integrable and the relations among its parts can
be exactly obtained); (ii) a system is partially solved and
separated if a symmetry exists for some directions of confi-
guration space (in this case, it is not always possible to get
a general solution); (iii) a system is not separated at all and
no symmetry exists, i. e. a necessary and sufficient condition
to get the general solution does not exist. In other words, we
could also obtain the general solution in the last case, but
not by a straightforward process of separation of variables
induced by the reduction procedure.

A further remark deserves the fact that the eigen-functions
of a given operator (in our case the Hamiltonian Ĥ) define
a Hilbert space. The above result works also in this case,
so that we can define, for a quantum system whose eigen-
functions are given by a set of commuting Hermitian opera-
tors, a Hilbert Space of General Conservation Laws (see also
[5]). The number of dimensions of such a space is given by
the components of superposition (18) while the number of
symmetries is given by the oscillatory components. Vice-
versa, the oscillatory components are always related to the
number of symmetries in the corresponding Hilbert space.
These results can be applied to minisuperspace quantum
cosmology. The role of symmetries and conservation laws
is prominent to interpret the information contained in the
wave function of the universe which is solution of the WDW
equation; in fact, the conserved momenta, related to some (or
all) of the physical variables defining the minisuperspace,
select oscillatory behaviors (i.e. strong peaks) in Ψ, which
means “correlation” among the physical variables and then
classical trajectories whose interpretation is that of “observ-
able universes”. In this sense, the so called Hartle criterion
of quantum cosmology becomes a sufficient and necessary
condition to select classical universes among all those which
are possible. Working out this approach, we obtain the wave
function of the universe Ψ depending on a set of physical
parameter which are D, the initial bulk of matter, k, the
spatial curvature constant, γ, the adiabatic index of perfect
fluid matter, Λ, the parameter of the interaction potential.
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The approach allows to recover several classes of interesting
cosmological behaviors as De Sitter-like-singularity free so-
lutions, power-law solutions, and pole-like solutions [3].

However, some points have to be considered in the in-
terpretation of the approach. The Hartle criterion works in
the context of an Everett-type interpretation of Quantum
Cosmology [9, 17] which assumes the idea that the universe
branches into a large number of copies of itself whenever
a measurement is made. This point of view is the so called
Many Worlds interpretation of Quantum Cosmology. Such
an interpretation is an approach which gives a formulation
of quantum mechanics designed to deal with correlations
internal to individual, isolated systems. The Hartle criterion
gives an operative interpretation of such correlations. In par-
ticular, if the wave function is strongly peaked in some
region of configuration space, the correlations which char-
acterize such a region can be, in principle, observed. On the
other hand, if the wave function is smooth in some region,
the correlations which characterize that region are precluded
to the observations (that is, the cosmological parameters as
H0 or ΩΛ cannot be neither calculated nor observed).

If the wave function is neither peaked nor smooth, no
predictions are possible from observations. In conclusion,
the analogy with standard quantum mechanics is straight-
forward. By considering the case in which the individual
system consists of a large number of identical subsystems,
one can derive, from the above interpretation, the usual pro-
babilistic interpretation of Quantum Mechanics for the sub-
systems [11, 10]. If a conservation law (or more than one)
is present for a given minisuperspace model, then strongly
peaked (oscillatory) subsets of the wave function of the uni-
verse are found. Viceversa, oscillatory parts of the wave
function can be always connected to conserved momenta
and then to symmetries.
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SPECIAL REPORT

A New Light-Speed Anisotropy Experiment: Absolute Motion
and Gravitational Waves Detected
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Data from a new experiment measuring the anisotropy of the one-way speed of
EM waves in a coaxial cable, gives the speed of light as 300,000±400±20km/s in
a measured direction RA=5.5±2 hrs, Dec=70±10◦S, is shown to be in excellent
agreement with the results from seven previous anisotropy experiments, particularly
those of Miller (1925/26), and even those of Michelson and Morley (1887). The Miller
gas-mode interferometer results, and those from the RF coaxial cable experiments
of Torr and Kolen (1983), De Witte (1991) and the new experiment all reveal the
presence of gravitational waves, as indicated by the last ± variations above, but
of a kind different from those supposedly predicted by General Relativity. Miller
repeated the Michelson-Morley 1887 gas-mode interferometer experiment and again
detected the anisotropy of the speed of light, primarily in the years 1925/1926
atop Mt.Wilson, California. The understanding of the operation of the Michelson
interferometer in gas-mode was only achieved in 2002 and involved a calibration
for the interferometer that necessarily involved Special Relativity effects and the
refractive index of the gas in the light paths. The results demonstrate the reality of
the Fitzgerald-Lorentz contraction as an observer independent relativistic effect. A
common misunderstanding is that the anisotropy of the speed of light is necessarily in
conflict with Special Relativity and Lorentz symmetry — this is explained. All eight
experiments and theory show that we have both anisotropy of the speed of light and
relativistic effects, and that a dynamical 3-space exists — that absolute motion through
that space has been repeatedly observed since 1887. These developments completely
change fundamental physics and our understanding of reality. “Modern” vacuum-mode
Michelson interferometers, particularly the long baseline terrestrial versions, are, by
design flaw, incapable of detecting the anisotropy effect and the gravitational waves.
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1 Introduction

Of fundamental importance to physics is whether the speed
of light is the same in all directions, as measured say in a
laboratory attached to the Earth. This is what is meant by
light speed anisotropy in the title of this paper. The prevail-
ing belief system in physics has it that the speed of light is
isotropic, that there is no preferred frame of reference, that
absolute motion has never been observed, and that 3-space
does not, and indeed cannot exist. This is the essence of Ein-
stein’s 1905 postulate that the speed of light is independent
of the choice of observer. This postulate has determined the
course of physics over the last 100 years.

Despite the enormous significance of this postulate there
has never been a direct experimental test, that is, in which the
one-way travel time of light in vacuum over a set distance
has been measured, and repeated for different directions. So
how could a science as fundamental and important as physics
permit such a key idea to go untested? And what are the
consequences for fundamental physics if indeed, as reported
herein and elsewhere, that the speed of light is anisotropic,
that a dynamical 3-space does exist? This would imply that
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if reality is essentially space and matter, with time tracking
process and change, then physics has completely missed the
existence of that space. If this is the case then this would
have to be the biggest blunder ever in the history of science,
more so because some physicists have independently detect-
ed that anisotropy. While herein we both summarise seven
previous detections of the anisotropy and report a new exper-
iment, the implications for fundamental physics have already
been substantially worked out. It leads to a new modelling
and comprehension of reality known as Process Physics [1].

The failure of mainstream physics to understand that the
speed of light is anisotropic, that a dynamical 3-space exists,
is caused by an ongoing failure to comprehend the operation
of the Michelson interferometer, and also by theoretical
physicists not understanding that the undisputed successes
of special relativity effects, and even Lorentz symmetry, do
not imply that the speed of light must be isotropic — this is
a mere abuse of logic, as explained later.

The Michelson interferometer is actually a complex in-
strument. The problem is that the anisotropy of the speed of
light affects its actual dimensions and hence its operation:
there are actual length contractions of its physical arms.
Because the anisotropy of the speed of light is so funda-
mental it is actually very subtle to design an effective experi-
ment because the sought for effect also affects the instrument
in more than one way. This subtlety has been overlooked
for some 100 years, until in 2002 the original data was
reanalysed using a relativistic theory for the calibration of
the interferometer [2].

The new understanding of the operation of the Michelson
interferometer is that it can only detect the light speed an-
isotropy when there is gas in the light paths, as there was
in the early experiments. Modern versions have removed
the gas and made the instrument totally unable to detect the
light speed anisotropy. Even in gas mode the interferometer
is a very insensitive device, being 2nd order in v/c and
further suppressed in sensitivity by the gas refractive index
dependency.

More direct than the Michelson interferometer, but still
not a direct measurement, is to measure the one-speed of
radio frequency (RF) electromagnetic waves in a coaxial
cable, for this permits electronic timing methods. This ap-
proach is 1st order in v/c, and independent of the refractive
index suppression effect. Nevertheless because it is one-way
clocks are required at both ends, as in the Torr and Kolen,
and De Witte experiments, and the required length of the
coaxial cable was determined, until now, by the stability of
atomic clocks over long durations.

The new one-way RF coaxial experiment reported herein
utilises a new timing technique that avoids the need for two
atomic clocks, by using a very special property of optical fib-
res, namely that the light speed in optical fibres is isotropic,
and is used for transmitting timing information, while in the
coaxial cables the RF speed is anisotropic, and is used as the

sensor. There is as yet no explanation for this optical fibre
effect, but it radically changes the technology for anisotropy
experiments, as well and at the same time that of gravitation-
al wave detectors. In the near future all-optical gravitational
wave detectors are possible in desk-top instruments. These
gravitational waves have very different properties from those
supposedly predicted from General Relativity, although that
appears to be caused by errors in that derivation.

As for gravitational waves, it has been realised now
that they were seen in the Miller, Torr and Kolen, and De
Witte experiments, as they are again observed in the new
experiment. Most amazing is that these wave effects also
appear to be present in the Michelson-Morley fringe shift
data from 1887, as the fringe shifts varied from day to day.
So Michelson and Morley should have reported that they
had discovered absolute motion, a preferred frame, and also
wave effects of that frame, that the speed of light has an
anisotropy that fluctuated over and above that caused by the
rotation of the Earth.

The first and very successful attempt to look for a pre-
ferred frame was by Michelson and Morley in 1887. They
did in fact detect the expected anisotropy at the level of
±8 km/s [3], but only according to Michelson’s Newtonian
calibration theory. However this result has essentially been
ignored ever since as they expected to detect an effect of at
least ±30 km/s, which is the orbital speed of the Earth about
the Sun. As Miller recognised the basic problem with the
Michelson interferometer is that the calibration of the inst-
rument was then clearly not correctly understood, and most
likely wrong [4]. Basically Michelson had used Newtonian
physics to calibrate his instrument, and of course we now
know that that is completely inappropriate as relativistic
effects play a critical role as the interferometer is a 2nd order
device (∼v2/c2 where v is the speed of the device relative
to a physical dynamical 3-space∗), and so various effects
at that order must be taken into account in determining the
calibration of the instrument, that is, what light speed aniso-
tropy corresponds to the observed fringe shifts. It was only in
2002 that the calibration of the Michelson interferometer was
finally determined by taking account of relativistic effects
[2]. One aspect of that was the discovery that only a Michel-
son interferometer in gas-mode could detect the light aniso-
tropy, as discussed below. As well the interferometer when
used in air is nearly a factor of 2000 less sensitive than that
according to the inappropriate Newtonian theory. This meant
that the Michelson and Morley anisotropy speed variation
was now around 330km/s on average, and as high as 400km/s
on some days. Miller was aware of this calibration problem,
and resorted to a brilliant indirect method, namely to observe
the fringe shifts over a period of a year, and to use the effect
of the Earth’s orbital speed upon the fringe shifts to arrive at

∗In Michelson’s era the idea was that v was the speed of light relative
to an ether, which itself filled space. This dualism has proven to be wrong.
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a calibration. The Earth’s orbital motion was clearly evident
in Miller’s data, and using this effect he obtained a light
speed anisotropy effect of some 200 km/s in a particular di-
rection. However even this method made assumptions which
are now known to be invalid, and correcting his earth-effect
calibration method we find that it agrees with the new rela-
tivistic and gas effects calibration, and both methods now
give a speed of near 400 km/s. This also then agrees with
the Michelson-Morley results. Major discoveries like that
of Miller must be reproduced by different experiments and
by different techniques. Most significantly there are in total
seven other experiments that confirm this Miller result, with
four being gas-mode Michelson interferometers using either
air, helium or a He/Ne mixture in the light path, and three
experiments that measure variations in the one-way speed of
EM waves travelling through a coaxial cable as the orienta-
tion of the cable is changed, with the latest being a high pre-
cision technique reported herein and in [5, 6]. This method
is 1st order in v/c, so it does not require relativistic effects
to be taken into account, as discussed later.

As the Michelson interferometer requires a gas to be
present in the light path in order to detect the anisotropy
it follows that vacuum interferometers, such as those in [7],
are simply inappropriate for the task, and it is surprising
that some attempts to detect the anisotropy in the speed
of light still use vacuum-mode Michelson interferometers,
some years after the 2002 discovery of the need for a gas in
the light path [2].

Despite the extensive data collected and analysed by
Miller after his fastidious testing and refinements to control
temperature effects and the like, and most importantly his
demonstration that the effects tracked sidereal time and not
solar time, the world of physics has, since publication of the
results by MIller in 1933, simply ignored this discovery. The
most plausible explanation for this situation is the ongoing
misunderstanding by many physicists, but certainly not all,
that any anisotropy in the speed of light must necessarily by
incompatible with Special Relativity (SR), with SR certainly
well confirmed experimentally. This is misunderstanding is
clarified. In fact Miller’s data can now be used to confirm
an important aspect of SR. Even so, ignoring the results of a
major experiment simply because they challenge a prevailing
belief system is not science — ignoring the Miller experiment
has stalled physics for some 70 years.

It is clear that the Miller experiment was highly success-
ful and highly significant, and we now know this because the
same results have been obtained by later experiments which
used different experimental techniques. The most significant
part of Miller’s rigorous experiment was that he showed
that the effect tracked sidereal time and not solar time —
this is the acid test which shows that the direction of the
anisotropy velocity vector is relative to the stars and not
to the position of the Sun. This difference is only some 4
minutes per day, but over a year amounts to a huge 24 hours

effect, and Miller saw that effect and extensively discussed
it in his paper. Similarly De Witte in his extensive 1991
coaxial cable experiment [9] also took data for 178 days to
again establish the sidereal time effect: over 178 days this
effect amounts to a shift in the phase of the signal through
some 12 hours! The sidereal effect has also been established
in the new coaxial cable experiment by the author from data
spanning some 200 days.

The interpretation that has emerged from the Miller and
related discoveries is that space exists, that it is an observ-
able and dynamical system, and that the Special Relativity
effects are caused by the absolute motion of quantum systems
through that space [1, 25]. This is essentially the Lorentz in-
terpretation of Special Relativity, and then the spacetime is
merely a mathematical construct. The new understanding has
lead to an explanation of why Lorentz symmetry manifests
despite there being a preferred frame, that is, a local frame in
which only therein is the speed of light isotropic. A minimal
theory for the dynamics of this space has been developed [1,
25] which has resulted in an explanation of numerous phe-
nomena, such as gravity as a quantum effect [25, 8], the so-
called “dark matter” effect, the black hole systematics, gravi-
tational light bending, gravitational lensing, and so [21–25].

The Miller data also revealed another major discovery
that Miller himself may not have understood, namely that
the anisotropy vector actually fluctuates form hour to hour
and day to day even when we remove the manifest effect of
the Earth’s rotation, for Miller may have interpreted this as
being caused by imperfections in his experiment. This means
that the flow of space past the Earth displays turbulence or a
wave effect: basically the Miller data has revealed what we
now call gravitational waves, although these are different to
the waves supposedly predicted by General Relativity. These
wave effects were also present in the Torr and Kolen [10]
first coaxial cable experiment at Utah University in 1981,
and were again manifest in the De Witte data from 1991.
Analysis of the De Witte data has shown that these waves
have a fractal structure [9]. The Flinders University Grav-
itational Waves Detector (also a coaxial cable experiment)
was constructed to investigate these waves effects. This sees
the wave effects detected by Miller, Torr and Kolen, and by
De Witte. The plan of this paper is to first outline the modern
understanding of how a gas-mode Michelson interferometer
actually operates, and the nature, accuracy and significance
of the Miller experiment. We also report the other seven
experiments that confirm the Miller discoveries, particularly
data from the new high-precision gravity wave detector that
detects not only a light speed anisotropy but also the wave
effects.

2 Special Relativity and the speed of light anisotropy

It is often assumed that the anisotropy of the speed of light
is inconsistent with Special Relativity, that only one or the
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other can be valid, that they are mutually incompatible. This
misunderstanding is very prevalent in the literature of phys-
ics, although this conceptual error has been explained [1].
The error is based upon a misunderstanding of how the
logic of theoretical physics works, namely the important
difference between an if statement, and an if and only if
statement. To see how this confusion has arisen we need to
recall the history of Special Relativity (SR). In 1905 Einstein
deduced the SR formalism by assuming, in part, that the
speed of light is invariant for all relatively moving observers,
although most importantly one must ask just how that speed
is defined or is to be measured. The SR formalism then
predicted numerous effects, which have been extensively
confirmed by experiments over the last 100 years. However
this Einstein derivation was an if statement, and not an if
and only if statement. For an if statement, that if A then B,
does not imply the truth of A if B is found to be true; only
an if and only if statement has that property, and Einstein
did not construct such an argument. What this means is that
the validity of the various SR effects does not imply that
the speed of light must be isotropic. This is actually implicit
in the SR formalism itself, for it permits one to use any
particular foliation of the 4-dimensional spacetime into a 3-
space and a 1-space (for time). Most importantly it does not
forbid that one particular foliation be actual. So to analyse
the data from gas-mode interferometer experiments we must
use the SR effects, and the fringe shifts reveal the preferred
frame, an actual 3-space, by revealing the anisotropic speed
of light, as Maxwell and Michelson had originally believed.

For “modern” resonant-cavity Michelson interferometer
experiments we predict no rotation-induced fringe shifts,
unless operated in gas-mode. Unfortunately in analysing the
data from the vacuum-mode experiments the consequent null
effect is misinterpreted, as in [7], to imply the absence of
a preferred direction, of absolute motion. But it is absolute
motion which causes the dynamical effects of length contrac-
tions, time dilations and other relativistic effects, in accord
with Lorentzian interpretation of relativistic effects.

The detection of absolute motion is not incompatible
with Lorentz symmetry; the contrary belief was postulated
by Einstein, and has persisted for over 100 years, since 1905.
So far the experimental evidence is that absolute motion and
Lorentz symmetry are real and valid phenomena; absolute
motion is motion presumably relative to some substructure to
space, whereas Lorentz symmetry parameterises dynamical
effects caused by the motion of systems through that sub-
structure. To check Lorentz symmetry we can use vacuum-
mode resonant-cavity interferometers, but using gas within
the resonant-cavities would enable these devices to detect
absolute motion with great precision. As well there are novel
wave phenomena that could also be studied, as discussed
herein and in [19, 20].

Motion through the structured space, it is argued, induces
actual dynamical time dilations and length contractions in

agreement with the Lorentz interpretation of special relati-
vistic effects. Then observers in uniform motion “through”
the space will, on measurement of the speed of light using
the special but misleading Einstein measurement protocol,
obtain always the same numerical value c. To see this expli-
citly consider how various observers P, P ′, . . . moving with
different speeds through space, measure the speed of light.
They each acquire a standard rod and an accompanying stan-
dardised clock. That means that these standard rods would
agree if they were brought together, and at rest with respect
to space they would all have length Δl0, and similarly for the
clocks. Observer P and accompanying rod are both moving
at speed vR relative to space, with the rod longitudinal to
that motion. P then measures the time ΔtR, with the clock
at end A of the rod, for a light pulse to travel from end A
to the other end B and back again to A. The light travels
at speed c relative to space. Let the time taken for the light
pulse to travel from A→B be tAB and from B→A be
tBA, as measured by a clock at rest with respect to space∗.
The length of the rod moving at speed vR is contracted to

ΔlR = Δl0

√

1−
v2R
c2
. (1)

In moving from A to B the light must travel an extra
distance because the end B travels a distance vRtAB in this
time, thus the total distance that must be traversed is

ctAB = ΔlR + vR tAB , (2)

similarly on returning from B to A the light must travel the
distance

ctBA = ΔlR − vR tBA . (3)

Hence the total travel time Δt0 is

Δt0 = tAB + tBA =
ΔlR
c− vR

+
ΔlR
c+ vR

= (4)

=
2Δl0

c

√

1−
v2R
c2

. (5)

Because of the time dilation effect for the moving clock

ΔtR = Δt0

√

1−
v2R
c2
. (6)

Then for the moving observer the speed of light is de-
fined as the distance the observer believes the light travelled
(2Δl0) divided by the travel time according to the accompa-
nying clock (ΔtR), namely 2Δl0/ΔtR = 2ΔlR/Δt0, from
above, which is thus the same speed as seen by an observer
at rest in the space, namely c. So the speed vR of the ob-
server through space is not revealed by this procedure, and
the observer is erroneously led to the conclusion that the
speed of light is always c. This follows from two or more

∗Not all clocks will behave in this same “ideal” manner.
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observers in manifest relative motion all obtaining the same
speed c by this procedure. Despite this failure this special
effect is actually the basis of the spacetime Einstein measu-
rement protocol. That this protocol is blind to the absolute
motion has led to enormous confusion within physics.

To be explicit the Einstein measurement protocol actual-
ly inadvertently uses this special effect by using the radar
method for assigning historical spacetime coordinates to an
event: the observer records the time of emission and recep-
tion of radar pulses (tr >te) travelling through space, and
then retrospectively assigns the time and distance of a distant
event B according to (ignoring directional information for
simplicity)

TB =
1

2

(
tr + te

)
, DB =

c

2

(
tr − te

)
, (7)

where each observer is now using the same numerical value
of c. The event B is then plotted as a point in an individual
geometrical construct by each observer, known as a space-
time record, with coordinates (DB , TB). This is no different
to an historian recording events according to some agreed
protocol. Unlike historians, who don’t confuse history books
with reality, physicists do so. We now show that because
of this protocol and the absolute motion dynamical effects,
observers will discover on comparing their historical records
of the same events that the expression

τ 2AB = T 2AB −
1

c2
D2
AB , (8)

is an invariant, where TAB = TA−TB andDAB = DA−DB
are the differences in times and distances assigned to events
A and B using the Einstein measurement protocol (7), so
long as both are sufficiently small compared with the scale
of inhomogeneities in the velocity field.

To confirm the invariant nature of the construct in (8) one
must pay careful attention to observational times as distinct
from protocol times and distances, and this must be done
separately for each observer. This can be tedious. We now
demonstrate this for the situation illustrated in Fig. 1.

By definition the speed of P ′ according to P is v′0=
=DB/TB and so v′R= v

′
0, where TB and DB are the proto-

col time and distance for event B for observer P according
to (7). Then using (8) P would find that

(
τPAB

)2
=T 2B −

− 1
c2
D2
B since both TA=0 andDA=0, and whence

(
τPAB

)2
=

=
(
1− v′2R

c2

)
T 2B = (t

′
B)

2 where the last equality follows from
the time dilation effect on the P ′ clock, since t′B is the time
of event B according to that clock. Then TB is also the time
that P ′ would compute for event B when correcting for the
time-dilation effect, as the speed v′R of P ′ through space is
observable by P ′. Then TB is the “common time” for event
B assigned by both observers. For P ′ we obtain directly, also
from (7) and (8), that

(
τP

′

AB

)2
= (T ′B)

2− 1
c2
(D′

B)
2 = (t′B)

2,
as D′

B = 0 and T ′B = t′B . Whence for this situation
(
τPAB

)2
=
(
τP

′

AB

)2
, (9)

A

P (v0 = 0)

B (t′B)

DDB

T

P ′(v′0)

te

TB

tr

γ

γ

Fig. 1: Here T −D is the spacetime construct (from the Einstein
measurement protocol) of a special observer P at rest wrt space, so
that v0=0. Observer P ′ is moving with speed v′0 as determined by
observer P , and therefore with speed v′R = v′0 wrt space. Two light
pulses are shown, each travelling at speed c wrt both P and space.
Event A is when the observers pass, and is also used to define zero
time for each for convenience.

and so the construction (8) is an invariant.
While so far we have only established the invariance of

the construct (8) when one of the observers is at rest in space,
it follows that for two observers P ′ and P ′′ both in absolute
motion it follows that they also agree on the invariance of
(8). This is easily seen by using the intermediate step of a
stationary observer P :

(
τP

′

AB

)2
=
(
τPAB

)2
=
(
τP

′′

AB

)2
. (10)

Hence the protocol and Lorentzian absolute motion ef-
fects result in the construction in (8) being indeed an invar-
iant in general. This is a remarkable and subtle result. For
Einstein this invariance was a fundamental assumption, but
here it is a derived result, but one which is nevertheless
deeply misleading. Explicitly indicating small quantities by
Δ prefixes, and on comparing records retrospectively, an
ensemble of nearby observers agree on the invariant

Δτ 2 = ΔT 2 −
1

c2
ΔD2, (11)

for any two nearby events. This implies that their individual
patches of spacetime records may be mapped one into the
other merely by a change of coordinates, and that collecti-
vely the spacetime patches of all may be represented by one
pseudo-Riemannian manifold, where the choice of coordina-
tes for this manifold is arbitrary, and we finally arrive at the
invariant

Δτ 2 = gμν(x)Δx
μΔxν , (12)

with xμ = {D1, D2, D3, T}. Eqn. (12) is invariant under the
Lorentz transformations

x′μ = Lμν x
ν , (13)
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Fig. 2: Schematic diagrams of the Michelson Interferometer, with beamsplitter/mirror at A and mirrors at B and C on arms from A, with
the arms of equal length L when at rest. D is a screen or detector. In (a) the interferometer is at rest in space. In (b) the interferometer is
moving with speed v relative to space in the direction indicated. Interference fringes are observed at the detector D. If the interferometer
is rotated in the plane through 90o, the roles of arms AC and AB are interchanged, and during the rotation shifts of the fringes are seen
in the case of absolute motion, but only if the apparatus operates in a gas. By counting fringe changes the speed v may be determined.

where, for example for relative motion in the x direction,
Lμν is specified by

x′ =
x− vt

√
1− v2/c2

,

y′ = y ,

z′ = z ,

t′ =
t− vx/c2
√
1− v2/c2

.

(14)

So absolute motion and special relativity effects, and
even Lorentz symmetry, are all compatible: a possible pre-
ferred frame is hidden by the Einstein measurement protocol.

So the experimental question is then whether or not a
supposed preferred frame actually exists or not — can it be
detected experimentally? The answer is that there are now
eight such consistent experiments. In Sect. 4.7 we generalise
the Dirac equation to take account of the coupling of the
spinor to an actual dynamical space. This reveals again that
relativistic effects are consistent with a preferred frame — an
actual space. Furthermore this leads to the first derivation
of gravity from a deeper theory — gravity turns out to be a
quantum matter wave effect.

3 Light speed anisotropy experiments

We now consider the various experiments from over more
than 100 years that have detected the anisotropy of the speed
of light, and so the existence of an actual dynamical space,
an observable preferred frame. As well the experiments, it
is now understood, showed that this frame is dynamical, it
exhibits time-dependent effects, and that these are “gravita-
tional waves”.

3.1 Michelson gas-mode interferometer

Let us first consider the new understanding of how the Mich-
elson interferometer works. This brilliant but very subtle

device was conceived by Michelson as a means to detect the
anisotropy of the speed of light, as was expected towards the
end of the 19th century. Michelson used Newtonian physics
to develop the theory and hence the calibration for his device.
However we now understand that this device detects 2nd
order effects in v/c to determine v, and so we must use rela-
tivistic effects. However the application and analysis of data
from various Michelson interferometer experiments using
a relativistic theory only occurred in 2002, some 97 years
after the development of Special Relativity by Einstein, and
some 115 years after the famous 1887 experiment. As a
consequence of the necessity of using relativistic effects it
was discovered in 2002 that the gas in the light paths plays a
critical role, and that we finally understand how to calibrate
the device, and we also discovered, some 76 years after the
1925/26 Miller experiment, what determines the calibration
constant that Miller had determined using the Earth’s rotation
speed about the Sun to set the calibration. This, as we discuss
later, has enabled us to now appreciate that gas-mode Mich-
elson interferometer experiments have confirmed the reality
of the Fitzgerald-Lorentz length contraction effect: in the
usual interpretation of Special Relativity this effect, and
others, is usually regarded as an observer dependent effect,
an illusion induced by the spacetime. But the experiments
are to the contrary showing that the length contraction effect
is an actual observer-independent dynamical effect, as Fitz-
gerald [27] and Lorentz had proposed [28].

The Michelson interferometer compares the change in
the difference between travel times, when the device is rotat-
ed, for two coherent beams of light that travel in orthogonal
directions between mirrors; the changing time difference
being indicated by the shift of the interference fringes during
the rotation. This effect is caused by the absolute motion
of the device through 3-space with speed v, and that the
speed of light is relative to that 3-space, and not relative to
the apparatus/observer. However to detect the speed of the
apparatus through that 3-space gas must be present in the
light paths for purely technical reasons. The post relativistic-
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effects theory for this device is remarkably simple. The rela-
tivistic Fitzgerald-Lorentz contraction effect causes the arm
AB parallel to the absolute velocity to be physically con-
tracted to length

L|| = L

√

1−
v2

c2
. (15)

The time tAB to travel AB is set by V tAB = L||+vtAB ,
while for BA by V tBA = L||−vtBA, where V = c/n is the
speed of light, with n the refractive index of the gas present
(we ignore here the Fresnel drag effect for simplicity, an
effect caused by the gas also being in absolute motion, see
[1]). For the total ABA travel time we then obtain

tABA = tAB + tBA =
2LV

V 2 − v2

√

1−
v2

c2
. (16)

For travel in the AC direction we have, from the Pyth-
agoras theorem for the right-angled triangle in Fig. 1 that
(V tAC)

2 = L2+(vtAC)
2 and that tCA = tAC . Then for the

total ACA travel time

tACA = tAC + tCA =
2L

√
V 2 − v2

. (17)

Then the difference in travel time is

Δt =
(n2 − 1)L

c

v2

c2
+ O

(
v4

c4

)

. (18)

after expanding in powers of v/c. This clearly shows that
the interferometer can only operate as a detector of absolute
motion when not in vacuum (n=1), namely when the light
passes through a gas, as in the early experiments (in transpa-
rent solids a more complex phenomenon occurs). A more
general analysis [1], including Fresnel drag, gives

Δt = k2
Lv2P
c3

cos
(
2(θ − ψ)

)
, (19)

where k2≈n(n2− 1), while neglect of the relativistic Fitz-
gerald-Lorentz contraction effect gives k2≈n3≈ 1 for
gases, which is essentially the Newtonian theory that Mich-
elson used.

However the above analysis does not correspond to how
the interferometer is actually operated. That analysis does
not actually predict fringe shifts for the field of view would
be uniformly illuminated, and the observed effect would be a
changing level of luminosity rather than fringe shifts. As Mi-
ller knew the mirrors must be made slightly non-orthogonal,
with the degree of non-orthogonality determining how many
fringe shifts were visible in the field of view. Miller exper-
imented with this effect to determine a comfortable number
of fringes: not too few and not too many. Hicks [29] deve-
loped a theory for this effect — however it is not necessary
to be aware of this analysis in using the interferometer: the
non-orthogonality reduces the symmetry of the device, and

Fig. 3: Miller’s interferometer with an effective arm length of
L= 32 m achieved by multiple reflections. Used by Miller on
Mt.Wilson to perform the 1925-1926 observations of absolute
motion. The steel arms weighed 1200 kilograms and floated in
a tank of 275 kilograms of Mercury. From Case Western Reserve
University Archives.

instead of having period of 180◦ the symmetry now has a
period of 360◦, so that to (19) we must add the extra term in

Δt = k2
Lv2P
c3

cos
(
2(θ − ψ)

)
+ a cos (θ − β) . (20)

Miller took this effect into account when analysing his
data. The effect is apparent in Fig. 5, and even more so in
the Michelson-Morley data in Fig. 4.

The interferometers are operated with the arms horizon-
tal, as shown by Miller’s interferometer in Fig. 3. Then
in (20) θ is the azimuth of one arm relative to the local
meridian, while ψ is the azimuth of the absolute motion
velocity projected onto the plane of the interferometer, with
projected component vP . Here the Fitzgerald-Lorentz con-
traction is a real dynamical effect of absolute motion, unlike
the Einstein spacetime view that it is merely a spacetime
perspective artifact, and whose magnitude depends on the
choice of observer. The instrument is operated by rotating at
a rate of one rotation over several minutes, and observing
the shift in the fringe pattern through a telescope during
the rotation. Then fringe shifts from six (Michelson and
Morley) or twenty (Miller) successive rotations are averaged
to improve the signal to noise ratio, and the average sidereal
time noted, giving the Michelson-Morley data in Fig. 4. or
the Miller data like that in Fig. 5. The form in (20) is then
fitted to such data by varying the parameters vP , ψ, a and
β, The data from rotations is sufficiently clear, as in Fig. 5,
that Miller could easily determine these parameters from a
graphical plot.

However Michelson and Morley implicitly assumed the
Newtonian value k=1, while Miller used an indirect method
to estimate the value of k, as he understood that the New-
tonian theory was invalid, but had no other theory for the
interferometer. Of course the Einstein postulates, as distinct
from Special Relativity, have that absolute motion has no
meaning, and so effectively demands that k=0. Using k=1
gives only a nominal value for vP , being some 8–9 km/s for
the Michelson and Morley experiment, and some 10 km/s
from Miller; the difference arising from the different latitu-

R. T. Cahill. A New Light-Speed Anisotropy Experiment: Absolute Motion and Gravitational Waves Detected 79



Volume 4 PROGRESS IN PHYSICS October, 2006

Fig. 4: Example of Michelson-Morley fringe shifts from average
of 6 rotations measured every 22.5◦, in fractions of a wavelength
Δλ/λ, vs arm azimuth θ(deg), from Cleveland, Ohio, July 11, 1887
12:00 hrs local time or 7:00 hrs local sidereal time. This shows the
quality of the fringe shift data that Michelson and Morley obtained.
The curve is the best fit using the form in (20) which includes the
Hick’s cos(θ−β) component that is required when the mirrors are
not orthognal, and gives ψ= 140◦, or 40◦ measured from South,
compared to the Miller ψ for August at 7:00 hrs local sidereal time
in Fig. 6, and a projected speed of vP = 400 km/s. The Hick’s
effect is much larger in this data than in the Miller data in Fig. 5.

des of Cleveland and Mt. Wilson, and from Michelson and
Morley taking data at limited times. So already Miller knew
that his observations were consistent with those of Michel-
son and Morley, and so the important need for reproducibi-
lity was being confirmed.

3.2 Michelson-Morley experiment

The Michelson and Morley air-mode interferometer fringe
shift data was based upon a total of only 36 rotations in
July 1887, revealing the nominal speed of some 8–9 km/s
when analysed using the prevailing but incorrect Newtonian
theory which has k=1 in (20), and this value was known
to Michelson and Morley. Including the Fitzgerald-Lorentz
dynamical contraction effect as well as the effect of the
gas present as in (20) we find that nair = 1.00029 gives
k2= 0.00058 for air, which explains why the observed fringe
shifts were so small. The example in Fig. 4 reveals a speed
of 400 km/s with an azimuth of 40◦ measured from south
at 7:00 hrs local sidereal time. The data is clearly very
consistent with the expected form in (20). They rejected their
own data on the sole but spurious ground that the value of
8 km/s was smaller than the speed of the Earth about the
Sun of 30km/s. What their result really showed was that
(i) absolute motion had been detected because fringe shifts
of the correct form, as in (20), had been detected, and (ii)
that the theory giving k2=1 was wrong, that Newtonian
physics had failed. Michelson and Morley in 1887 should
have announced that the speed of light did depend of the
direction of travel, that the speed was relative to an actual
physical 3-space. However contrary to their own data they
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Fig. 5: Typical Miller rotation-induced fringe shifts from average
of 20 rotations, measured every 22.5◦, in fractions of a wavelength
Δλ/λ, vs arm azimuth θ(deg), measured clockwise from North,
from Cleveland Sept. 29, 1929 16:24 UT; 11:29 hrs average local
sidereal time. The curve is the best fit using the form in (20) which
includes the Hick’s cos(θ−β) component that is required when the
mirrors are not orthognal, and gives ψ = 158◦, or 22◦ measured
from South, and a projected speed of vP = 351 km/s. This process
was repeated some 8,000 times over days throughout 1925/1926
giving, in part, the data in Fig. 6 and Fig. 18.

concluded that absolute motion had not been detected. This
bungle has had enormous implications for fundamental theo-
ries of space and time over the last 100 years, and the re-
sulting confusion is only now being finally corrected, albeit
with fierce and spurious objections.

3.3 Miller interferometer

It was Miller [4] who saw the flaw in the 1887 paper and
realised that the theory for the Michelson interferometer
must be wrong. To avoid using that theory Miller introduced
the scaling factor k, even though he had no theory for its
value. He then used the effect of the changing vector addition
of the Earth’s orbital velocity and the absolute galactic veloc-
ity of the solar system to determine the numerical value of k,
because the orbital motion modulated the data, as shown in
Fig. 6. By making some 8,000 rotations of the interferometer
at Mt. Wilson in 1925/26 Miller determined the first estimate
for k and for the absolute linear velocity of the solar system.
Fig. 5 shows typical data from averaging the fringe shifts
from 20 rotations of the Miller interferometer, performed
over a short period of time, and clearly shows the expected
form in (20) (only a linear drift caused by temperature effects
on the arm lengths has been removed — an effect also remov-
ed by Michelson and Morley and also by Miller). In Fig. 5
the fringe shifts during rotation are given as fractions of a
wavelength, Δλ/λ=Δt/T , where Δt is given by (20) and
T is the period of the light. Such rotation-induced fringe
shifts clearly show that the speed of light is different in dif-
ferent directions. The claim that Michelson interferometers,
operating in gas-mode, do not produce fringe shifts under
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Fig. 6: Miller azimuths ψ, measured from south and plotted
against sidereal time in hours, showing both data and best fit
of theory giving vcosmic= 433 km/s in the direction (RA= 5.2hr,
Dec=−67◦), and using n= 1.000226 appropriate for the altitude
of Mt. Wilson. The azimuth data gives a clearer signal than the
speed data in Fig. 18. The data shows that the time when the
azimuth ψ is zero tracks sidereal time, with the zero times being
approximately 5 hrs and 17 hrs. However these times correspond to
very different local times, for from April to August, for example,
there is a shift of 8 hrs in the local time for these crossings. This
is an enormous effect. Again this is the acid test for light speed
anisotropy experiments when allowing the rotation of the Earth to
change the orientation of the apparatus. The zero crossing times are
when the velocity vector for absolute motion when projected onto
the plane of the interferometer lines up with the local meridian.
As well we see variations throughout these composite days with
the crossing times changing by as much as ±3 hrs, The same
effect, and perhaps even larger, is seen in the Flinders data in
Fig. 15. The above plots also show a distinctive signature, namely
the change from month to month. This is caused by the vector
addition of the Earth’s orbital velocity of 30 km/s, the Sun’s spatial
in-flow velocity of 42 km/s at the Earth’s distance and the cosmic
velocity changing over a year. This is the effect that Miller used to
calibrate his interferometer. However he did not know of the Sun
in-flow component. Only after taking account of that effect does
this calibration method agree with the results from the calibration
method using Special Relativity, as in (20).

rotation is clearly incorrect. But it is that claim that lead to
the continuing belief, within physics, that absolute motion
had never been detected, and that the speed of light is invar-
iant. The value of ψ from such rotations together lead to
plots like those in Fig. 6, which show ψ from the 1925/1926
Miller [4] interferometer data for four different months of
the year, from which the RA= 5.2 hr is readily apparent.
While the orbital motion of the Earth about the Sun slightly
affects the RA in each month, and Miller used this effect
do determine the value of k, the new theory of gravity
required a reanalysis of the data [1, 19], revealing that the
solar system has a large observed galactic velocity of some
420±30 km/s in the direction (RA= 5.2 hr, Dec=−67◦).
This is different from the speed of 369 km/s in the direction
(RA= 11.20 hr, Dec=−7.22◦) extracted from the Cosmic

Microwave Background (CMB) anisotropy, and which de-
scribes a motion relative to the distant universe, but not
relative to the local 3-space. The Miller velocity is explained
by galactic gravitational in-flows [1].

3.4 Other gas-mode Michelson interferometer experi-
ments

Two old interferometer experiments, by Illingworth [11] and
Joos [12], used helium, enabling the refractive index effect to
be recently confirmed, because for helium, with n=
= 1.000036, we find that k2= 0.00007. Until the refractive
index effect was taken into account the data from the helium-
mode experiments appeared to be inconsistent with the data
from the air-mode experiments; now they are seen to be
consistent [1]. Ironically helium was introduced in place
of air to reduce any possible unwanted effects of a gas,
but we now understand the essential role of the gas. The
data from an interferometer experiment by Jaseja et al. [13],
using two orthogonal masers with a He-Ne gas mixture, also
indicates that they detected absolute motion, but were not
aware of that as they used the incorrect Newtonian theory
and so considered the fringe shifts to be too small to be
real, reminiscent of the same mistake by Michelson and
Morley. The Michelson interferometer is a 2nd order device,
as the effect of absolute motion is proportional to (v/c)2,
as in (20), but 1st order devices are also possible and the
coaxial cable experiments described next are in this class.
The experimental results and the implications for physics
have been extensively reported in [1, 14, 15, 16, 17, 18].

3.5 Coaxial cable speed of EM waves anisotropy experi-
ments

Rather than use light travel time experiments to demonstrate
the anisotropy of the speed of light another technique is to
measure the one-way speed of radio waves through a coaxial
electrical cable. While this not a direct “ideal” technique, as
then the complexity of the propagation physics comes into
play, it provides not only an independent confirmation of the
light anisotropy effect, but also one which takes advantage
of modern electronic timing technology.

3.6 Torr-Kolen coaxial cable anisotropy experiment

The first one-way coaxial cable speed-of-propagation exper-
iment was performed at the Utah University in 1981 by
Torr and Kolen. This involved two rubidium clocks placed
approximately 500 m apart with a 5 MHz radio frequency
(RF) signal propagating between the clocks via a buried
nitrogen-filled coaxial cable maintained at a constant pres-
sure of 2 psi. Torr and Kolen found that, while the round
speed time remained constant within 0.0001% c, as expected
from Sect. 2, variations in the one-way travel time were
observed. The maximum effect occurred, typically, at the
times predicted using the Miller galactic velocity, although
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Fig. 7: Data from one day of the Torr-Kolen coaxial cable
anisotropy experiment. Smooth curves show variations in travel
times when the declination is varied by ± 10◦ about the direction
(RA= 5.2hr,Dec=−67◦), for a cosmic speed of 433 km/s. Most
importantly the dominant feature is consistent with the predicted
local sidereal time.

Torr and Kolen appear to have been unaware of the Miller
experiment. As well Torr and Kolen reported fluctuations in
both the magnitude, from 1–3 ns, and the time of maximum
variations in travel time. These effects are interpreted as
arising from the turbulence in the flow of space past the
Earth. One day of their data is shown in Fig. 7.

3.7 De Witte coaxial cable anisotropy experiment

During 1991 Roland De Witte performed a most extensive
RF coaxial cable travel-time anisotropy experiment, accumu-
lating data over 178 days. His data is in complete agreement
with the Michelson-Morley 1887 and Miller 1925/26 inter-
ferometer experiments. The Miller and De Witte experiments
will eventually be recognised as two of the most significant
experiments in physics, for independently and using different
experimental techniques they detected essentially the same
velocity of absolute motion. But also they detected turbu-
lence in the flow of space past the Earth — none other than
gravitational waves. The De Witte experiment was within
Belgacom, the Belgium telecommunications company. This
organisation had two sets of atomic clocks in two buildings
in Brussels separated by 1.5 km and the research project
was an investigation of the task of synchronising these two
clusters of atomic clocks. To that end 5MHz RF signals were
sent in both directions through two buried coaxial cables
linking the two clusters. The atomic clocks were caesium
beam atomic clocks, and there were three in each cluster:
A1, A2 and A3 in one cluster, and B1, B2, and B3 at the
other cluster. In that way the stability of the clocks could
be established and monitored. One cluster was in a building
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Fig. 8: Variations in twice the one-way travel time, in ns, for an
RF signal to travel 1.5 km through a coaxial cable between Rue du
Marais and Rue de la Paille, Brussels. An offset has been used such
that the average is zero. The cable has a North-South orientation,
and the data is ± difference of the travel times for NS and SN
propagation. The sidereal time for maximum effect of ∼ 5 hr and
∼ 17 hr (indicated by vertical lines) agrees with the direction found
by Miller. Plot shows data over 3 sidereal days and is plotted
against sidereal time. The fluctuations are evidence of turbulence
of gravitational waves.

on Rue du Marais and the second cluster was due south in a
building on Rue de la Paille. Digital phase comparators were
used to measure changes in times between clocks within the
same cluster and also in the one-way propagation times of
the RF signals. At both locations the comparison between
local clocks, A1-A2 and A1-A3, and between B1-B2, B1-
B3, yielded linear phase variations in agreement with the
fact that the clocks have not exactly the same frequencies
together with a short term and long term phase noise. But
between distant clocks A1 toward B1 and B1 toward A1, in
addition to the same linear phase variations, there is also an
additional clear sinusoidal-like phase undulation with an ap-
proximate 24 hr period of the order of 28 ns peak to peak, as
shown in Fig. 8. The possible instability of the coaxial lines
cannot be responsible for the observed phase effects because
these signals are in phase opposition and also because the
lines are identical (same place, length, temperature, etc. . . )
causing the cancellation of any such instabilities. As well the
experiment was performed over 178 days, making it possible
to measure with an accuracy of 25 s the period of the phase
signal to be the sidereal day (23 hr 56 min).

Changes in propagation times were observed over 178
days from June 3 to November 27, 1991. A sample of the
data, plotted against sidereal time for just three days, is
shown in Fig. 8. De Witte recognised that the data was evi-
dence of absolute motion but he was unaware of the Miller
experiment and did not realise that the Right Ascensions for
minimum/maximum propagation time agreed almost exactly
with that predicted using the Miller’s direction (RA= 5.2 hr,
Dec=−67◦). In fact De Witte expected that the direction of
absolute motion should have been in the CMB direction, but
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Fig. 9: Upper: Plot from the De Witte data of the negative of the
drift of the cross-over time between minimum and maximum travel-
time variation each day (at ∼ 10hr±1hr ST) versus local solar time
for some 180 days. The straight line plot is the least-squares fit to
the experimental data, giving an average slope of 3.92 minutes/day.
The time difference between a sidereal day and a solar day is 3.93
minutes/day. This demonstrates that the effect is related to sidereal
time and not local solar time. Lower: Analogous sidereal effect
seen in the Flinders experiment. Due to on-going developments
the data is not available for all days, but sufficient data is present
to indicate a time shift of 3.97 minutes/day. This data also shows
greater fluctuations than indicated by the De Witte data, presumably
because De Witte used more extensive data averaging.

that would have given the data a totally different sidereal
time signature, namely the times for maximum/minimum
would have been shifted by 6 hrs. The declination of the
velocity observed in this De Witte experiment cannot be de-
termined from the data as only three days of data are avai-
lable. The De Witte data is analysed in Sect. 4.7 and assum-
ing a declination of 60◦ S a speed of 430 km/s is obtained,
in good agreement with the Miller speed and Michelson-
Morley speed. So a different and non-relativistic technique
is confirming the results of these older experiments. This is
dramatic.

De Witte did however report the sidereal time of the
cross-over time, that is in Fig. 8 for all 178 days of data. That
showed, as in Fig. 9, that the time variations are correlated
with sidereal time and not local solar time. A least-squares
best fit of a linear relation to that data gives that the cross-
over time is retarded, on average, by 3.92 minutes per solar
day. This is to be compared with the fact that a sidereal day

Fig. 10: Shows the speed fluctuations, essentially “gravitational
waves” observed by De Witte in 1991 from the measurement of
variations in the RF coaxial-cable travel times. This data is obtained
from that in Fig. 8 after removal of the dominant effect caused by
the rotation of the Earth. Ideally the velocity fluctuations are three-
dimensional, but the De Witte experiment had only one arm. This
plot is suggestive of a fractal structure to the velocity field. This is
confirmed by the power law analysis in [8, 9].

is 3.93 minutes shorter than a solar day. So the effect is
certainly galactic and not associated with any daily thermal
effects, which in any case would be very small as the cable
is buried. Miller had also compared his data against sidereal
time and established the same property, namely that the
diurnal effects actually tracked sidereal time and not solar
time, and that orbital effects were also apparent, with both
effects apparent in Fig. 6.

The dominant effect in Fig. 8 is caused by the rotation
of the Earth, namely that the orientation of the coaxial cable
with respect to the average direction of the flow past the
Earth changes as the Earth rotates. This effect may be ap-
proximately unfolded from the data leaving the gravitational
waves shown in Fig. 10. This is the first evidence that the
velocity field describing the flow of space has a complex
structure, and is indeed fractal. The fractal structure, i. e. that
there is an intrinsic lack of scale to these speed fluctuations,
is demonstrated by binning the absolute speeds and counting
the number of speeds within each bin, as discussed in [8, 9].
The Miller data also shows evidence of turbulence of the
same magnitude. So far the data from three experiments,
namely Miller, Torr and Kolen, and De Witte, show turbu-
lence in the flow of space past the Earth. This is what can
be called gravitational waves. This can be understood by
noting that fluctuations in the velocity field induce ripples in
the mathematical construct known as spacetime, as in (32).
Such ripples in spacetime are known as gravitational waves.

4 Flinders University gravitational wave detector

In February 2006 first measurements from a gravitational
wave detector at Flinders University, Adelaide, were taken.
This detector uses a novel timing scheme that overcomes the
limitations associated with the two previous coaxial cable
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Fig. 11: Schematic layout of the Flinders University Gravitational Wave Detector. Double lines denote coaxial cables, and single lines
denote optical fibres. The detector is shown in Fig. 12 and is orientated NS along the local meridian, as indicated by direction D in
Fig. 16. Two 10 MHz RF signals come from the Rubidium atomic clock (Rb). The Electrical to Optical converters (EO) use the RF
signals to modulate 1.3μm infrared signals that propagate through the single-mode optical fibres. The Optical to Electrical converters
(OE) demodulate that signal and give the two RF signals that finally reach the Digital Storage Oscilloscope (DSO), which measures their
phase difference. Pairs of E/O and O/E are grouped into one box. Overall this apparatus measures the difference in EM travel time from
A to B compared to C to D. All other travel times cancel in principle, though in practice small differences in cable or fibre lengths need
to be electronically detected by the looping procedure. The key effects are that the propagation speeds through the coaxial cables and
optical fibres respond differently to their absolute motion through space. The special optical fibre propagation effect is discussed in the
text. Sections AB and CD each have length 5.0 m. The fibres and coaxial cable are specially manufactured to have negligible variation
in travel speed with variation in temperature. The zero-speed calibration point can be measured by looping the arm back onto itself, as
shown in Fig. 13, because then the 1st order in v/c effect cancels, and only 2nd order effects remain, and these are much smaller than
the noise levels in the system. This detector is equivalent to a one-way speed measurement through a single coaxial cable of length 10 m,
with an atomic clock at each end to measure changes in travel times. However for 10 m coaxial cable that would be impractical because
of clock drifts. With this set-up the travel times vary by some 25 ps over one day, as shown in Figs.14 and 17. The detector was originally
located in the author’s office, as shown in Fig. 12, but was later located in an underground laboratory where temperature variations were
very slow. The travel time variations over 7 days are shown in Fig. 15.

experiments. The intention in such experiments is simply to
measure the one-way travel time of RF waves propagating
through the coaxial cable. To that end one would apparently
require two very accurate clocks at each end, and associated
RF generation and detection electronics.

However the major limitation is that even the best atomic
clocks are not sufficiently accurate over even a day to make
such measurements to the required accuracy, unless the cables
are of order of a kilometre or so in length, and then tempe-
rature control becomes a major problem. The issue is that
the time variations are of the order of 25 ps per 10 meters of
cable. To measure that requires time measurements accurate
to, say, 1 ps. But atomic clocks have accuracies over one
day of around 100 ps, implying that lengths of around 1
kilometre would be required, in order for the effect to well
exceed timing errors. Even then the atomic clocks must be
brought together every day to resynchronise them, or use
De Witte’s method of multiple atomic clocks. However at
Flinders University a major breakthrough for this problem
was made when it was discovered that unlike coaxial cables,
the movement of optical fibres through space does not affect
the propagation speed of light through them. This is a very
strange effect and at present there is no explanation for it.

4.1 Optical fibre effect

This effect was discovered by Lawrance, Drury and the
author, using optical fibres in a Michelson interferometer
arrangement, where the effective path length in each arm was

4 metres of fibre. So rather than having light pass through a
gas, and being reflected by mirrors, here the light propagates
through fibres and, where the mirrors would normally be
located, a 180 degree bend in the fibres is formed. The
light emerging from the two fibres is directed to a common
region on a screen, and the expected fringe shifts were seen.
However, and most dramatically, when the whole apparatus
was rotated no shift in the fringe shifts was seen, unlike
the situation with light passing through a gas as above. This
result implied that the travel time in each arm of the fibre
was unaffected by the orientation of that arm to the direction
of the spatial flow. While no explanation has been developed
for this effect, other than the general observation that the
propagation speed in optical fibres depends on refractive
index profiles and transverse and longitudinal Lorentz con-
traction effects, as in solids these are coupled by the elastic
properties of the solid. Nevertheless this property offered a
technological leap forward in the construction of a compact
coaxial cable gravitational wave detector. This is because
timing information can be sent though the fibres in a way
that is not affected by the orientation of the fibres, while the
coaxial cables do respond to the anisotropy of the speed of
EM radiation in vacuum. Again why they respond in this
way is not understood. All we have is that fibres and coaxial
cables respond differently. So this offers the opportunity to
have a coaxial cable one-way speed measurement set up,
but using only one clock, as shown in Fig. 11. Here we
have one clock at one end of the coaxial cable, and the
arrival time of the RF signal at the other end is used to
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Fig. 12: The Flinders University Gravitational Wave
Detector located in the author’s office, showing the Rb
atomic clock and Digital Storage Oscilloscope (DSO)
at the Northern end of the NS 5 m cable run. In the
foreground is one Fibre Optic Transceiver. The coax-
ial cables are black, while the optical fibres are tied
together in a white plastic sleeve, except just prior
to connecting with the transceiver. The second photo-
graph shows the other transceiver at the Southern end.
Most of the data reported herein was taken when the
detector was relocated to an isolated underground lab-
oratory with the transceivers resting on a concrete
floor for temperature stabilisation.

modulate a light signal that returns to the starting end via
an optical fibre. The return travel time is constant, being
independent of the orientation of the detector arm, because
of this peculiar property of the fibres. In practice one uses
two such arrangements, with the RF directions opposing one
another. This has two significant advantages, (i) that the
effective coaxial cable length of 10 meters is achieved over
a distance of just 5 meters, so the device is more easily ac-
commodated in a temperature controlled room, and (ii) tem-
perature variations in that room have a smaller effect than
expected because it is only temperature differences between
the cables that have any net effect. Indeed with specially con-
structed phase compensated fibre and coaxial cable, having
very low speed-sensitivity to temperature variations, the most
temperature sensitive components are the optical fibre trans-
ceivers (E/O and O/E in Fig. 11).

4.2 Experimental components

Rubidium Atomic Clock: Stanford Research System FS725
Rubidium Frequency Standard. Multiple 10MHz RF outputs.
Different outputs were used for the two arms of the detector.

Digital Storage Oscilloscope: LeCroy WaveRunner
WR6051A 500 MHz 2-channel Digital Storage Oscilloscope
(DSO). Jitter Noise Floor 2 ps rms. Clock Accuracy 65 pm.
DSO averaging set at 5000, and generating time readings at
440/minute. Further averaged in DSO over 60 seconds, giv-
ing stored data stream at one data point/minute. The data was
further running-averaged over a 60 minute interval. Con-
necting the Rb clock directly to the DSO via its two channels
showed a long-term accuracy of ±1 ps rms with this setup.

Fibre Optic Transceivers: Fiber-Span AC231-EB-1-3 RF/
Fiber Optic Transceiver (O/E and E/O). Is a linear extended
band (5–2000 MHz) low noise RF fibre optic transceiver for
single mode 1.3μm fibre optic wireless systems, with inde-
pendent receiver and transmitter. RF interface is a 50Ω con-
nector and the optical connector is a low reflection FC/APC
connector. Temperature dependence of phase delay is not

Fig. 13: The Flinders University Gravitational Wave Detector
showing the cables formed into a loop. This configuration enables
the calibration of the detector. The data from such a looping is
shown in Fig. 14, but when the detector was relocated to an isolated
underground laboratory.

measured yet. The experiment is operated in a uniform tem-
perature room, so that phase delays between the two trans-
ceivers cancel to some extent.

Coaxial Cable: Andrews FSJ1-50A Phase Stabilised 50Ω
Coaxial Cable. Travel time temperature dependence is
0.026 ps/m/◦C. The speed of RF waves in this cable is c/n=
= 0.84 c, arising from the dielectric having refractive index
n= 1.19. As well temperature effects cancel because the
two coaxial cables are tied together, and so only temperature
differences between adjacent regions of the cables can have
any effect. If such temperature differences are <1◦C, then
temperature generated timing errors from this source should
be <0.3 ps for the 10 m.

Optical Fibre: Sumitomo Electric Industries Ind. Ltd Japan
Phase Stabilised Optical Fibre (PSOF) — single mode. Uses
Liquid Crystal Polymer (LCP) coated single mode optical
fibre, with this coating designed to make the travel time tem-
perature dependence <0.002 ps/m/◦C very small compared
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Fig. 14: The detector arm was formed into a loop at approximately
10:00hrs local time. With the system still operating time averaging
causes the trace to interpolate during this procedure, as shown.
This looping effect is equivalent to having v=0, which defines
the value of Δτ . In plotting the times here the zero time is set
so that then Δτ =0. Now the detector is calibrated, and the times
in this figure are absolute times. The times are the N to S travel
time subtracted from the shorter S to N travel time, and hence are
negative numbers. This demonstrates that the flow of space past
the Earth is essentially from south to north, as shown in Fig. 16.
When the arms are straight, as before 10:00hrs we see that on
average the two travel times differ by some 55 ps. This looping
effect is a critical test for the detector. It clearly shows the effect of
absolute motion upon the RF travel times. As well we see Earth
rotation, wave and converter noise effects before 10:00hrs, and
converter noise and some small signal after 10:00hrs, caused by
an imperfect circle. From this data (24) and (25) give δ= 72◦ S
and v= 418 km/s.

to normal fibres (0.07 ps/m/◦C). As well temperature effects
cancel because the two optical fibres are tied together, and so
only temperature differences between adjacent regions of the
fibres can have any effect. If such temperature differences
are <1◦C, then temperature generated timing errors from
this source should be <0.02 ps for the 10 m. Now only Furu-
kawa Electric Ind. Ltd Japan manufacturers PSOF.

Photographs of the Flinders detector are shown in Fig.12.
Because of the new timing technology the detector is now
small enough to permit the looping of the detector arm as
shown in Fig. 13. This enables a key test to be performed
as in the loop configuration the signal should disappear, as
then the device acts as though it were located at rest in space,
because the actual effects of the absolute motion cancel. The
striking results from this test are shown in Fig. 14. As well
this key test also provides a means of calibrating the detector.

Fig. 15: RF travel time variations in picoseconds (ps) for RF waves
to travel through, effectively, 10 meters of coaxial cable orientated
in a NS direction. The data is plotted against local Adelaide time for
the days August 18–25, 2006. The zero of the travel time variations
is arbitrary. The data shows fluctuations identified as earth rotation
effect and gravitational waves. These fluctuations exceed those
from timing errors in the detector.

4.3 All-optical detector

The unique optical fibre effect permits an even more com-
pact gravitational wave detector. This would be an all-optical
system 1st order in v/c device, with light passing through
vacuum, or just air, as well as optical fibres. The travel time
through the fibres is, as above, unaffected by orientation of
the device, while the propagation time through the vacuum
is affected by orientation, as the device is moving through
the local space.

In this system the relative time differences can be mea-
sured using optical interference of the light from the vacuum
and fibre components. Then it is easy to see that the vacuum
path length needs only be some 5 cm. This makes the con-
struction of a three orthogonal arm even simpler. It would be
a cheap bench-top box. In which case many of these devices
could be put into operation around the Earth, and in space, to
observe the new spatial-flow physics, with special emphasis
on correlation studies. These can be used to observe the
spatial extent of the fluctuations. As well space-probe based
systems could observe special effects in the flow pattern
associated with the Earth-Moon system; these effects are
caused by the α-dependent dynamics in (26).

4.4 Results from the Flinders detector

Results from the detector are shown in Fig. 15. There the
time variations in picoseconds are plotted against local Ade-
laide time. The times have an arbitrary zero offset. However
most significantly we see ∼24 hr variations in the travel
time, as also seen by De Witte. We also see variations in the
times and magnitudes from day to day and within each day.
These are the wave effects although as well a component
of these is probably also coming from temperature change
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Fig. 16: Profile of Earth, showing NS axis, at Adelaide local
sidereal time of RA ≈ 5 hrs (on RHS) and at RA ≈ 17 hrs (on
LHS). Adelaide has latitude λ= 38◦ S. Z is the local zenith, and
the detector arm has horizontal local NS direction D. The flow of
space past the Earth has average velocity v. The average direction,
−v, of motion of the Earth through local 3-space has RA ≈ 5 hrs
and Declination δ≈ 70◦S. The angle of inclination of the detector
arm D to the direction −v is φ= π

2
− δ+λ and θ= δ+λ− π

2

at these two RA, respectively. As the Earth rotates the inclination
angle changes from a minimum of θ to a maximum of φ, which
causes the dominant “dip” effect in, say, Fig. 17. The gravitational
wave effect is the change of direction and magnitude of the flow
velocity v, which causes the fluctuations in, say, Fig. 17. The lati-
tude of Mt. Wilson is 34◦ N, and so its latitude almost mirrors that
of Adelaide. This is relevant to the comparison in Fig. 18.

effects in the optical fibre transceivers. In time the inst-
rument will be improved and optimised. But we are certainly
seeing the evidence of absolute motion, namely the detection
of the velocity field, as well as fluctuations in that velocity.
To understand the daily variations we show in Fig. 16 the
orientation of the detector arm relative to the Earth rotation
axis and the Miller flow direction, at two key local sidereal
times. So we now have a very inexpensive gravitational
wave detector sufficiently small that even a coaxial-cable
three-arm detector could easily be located within a building.
Three orthogonal arms permit a complete measurement of
the spatial flow velocity. Operating such a device over a year
or so will permit the extraction of the Sun in-flow component
and the Earth in-flow component, as well as a detailed study
of the wave effects.

4.5 Right ascension

The sidereal effect has been well established, as shown in
Fig. 9 for both the De Witte and Flinders data. Fig. 6 clearly
shows that effect also for the Miller data. None of the other
anisotropy experiments took data for a sufficiently long

Fig. 17: The superimposed plots show the sidereal time effect.
The plot (blue) with the minimum at approximately 17 hrs local
Adelaide time is from June 9, 2006, while the plot (red) with the
minimum at approximately 8 hrs local time is from August 23,
2006. We see that the minimum has moved forward in time by
approximately 9 hrs. The expected shift for this 65 day difference,
assuming no wave effects, is 4.3 hrs, but the wave effects shift
the RA by some ±2 hrs on each day as also shown in Fig. 9.
This sidereal time shift is a critical test for the confirmation of
the detector. Miller also detected variations of that magnitude as
shown in Fig. 6. The August 23 data is also shown in Fig. 18, but
there plotted against local sidereal time for comparison with the De
Witte and Miller data.

enough time to demonstrate this effect, although their results
are consistent with the Right Ascension and Declination
found by the Miller, De Witte and Flinders experiments.
From some 25 days of data in August 2006, the local Adel-
aide time for the largest travel-time difference is approxima-
tely 10±2 hrs. This corresponds to a local sidereal time of
17.5±2 hrs. According to the Miller convention we give the
direction of the velocity vector of the Earth’s motion through
the space, which then has Right Ascension 5.5±2 hrs. This
agrees remarkably well with the Miller and De Witte Right
Ascension determinations, as discussed above. A one hour
change in RA corresponds to a 15◦ change in direction at the
equator. However because the declination, to be determin-
ed next, is as large as some 70◦, the actual RA variation
of ±2 hrs, corresponds to an angle variation of some ±10◦

at that declination. On occasions there was no discernible
unique maximum travel time difference; this happens when
the declination is fluctuating near 90◦, for then the RA be-
comes ill-defined.

4.6 Declination and speed

Because the prototype detector has only one arm, rather than
the ideal case of three orthogonal arms, to determine the de-
clination and speed we assume here that the flow is uniform
and time-independent, and use the changing difference in
travel times between the two main coaxial cables. Consider
Fig. 11 showing the detector schematic layout and Fig. 16
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Fig. 18: Top: De Witte data, with sign reversed, from the first
sidereal day in Fig. 8. This data gives a speed of approximately
430km/s. The data appears to have been averaged over more
than 1hr, but still shows wave effects. Middle: Absolute projected
speeds vP in the Miller experiment plotted against sidereal time in
hours for a composite day collected over a number of days in Sep-
tember 1925. Speed data like this comes from the fits as in Fig. 5
using the Special Relativity calibration in (20). Maximum projected
speed is 417 km/s, as given in [3, 20, 9]. The data shows consider-
able fluctuations. The dashed curve shows the non-fluctuating
variation expected over one day as the Earth rotates, causing the
projection onto the plane of the interferometer of the velocity of
the average direction of the space flow to change. If the data was
plotted against solar time the form is shifted by many hours. Note
that the min/max occur at approximately 5 hrs and 17 hrs, as also
seen by De Witte and the new experiment herein. The correspond-
ing variation of the azimuthal phase ψ from Fig. 5 is shown in
Fig. 6. Bottom: Data from the new experiment for one sidereal
day on approximately August 23. We see similar variation with
sidereal time, and also similar wave structure. This data has been
averaged over a running 1hr time interval to more closely match
the time resolution of the Miller experiment. These fluctuations are
believed to be real wave phenomena, predicted by the new theory
of space [1]. The new experiment gives a speed of 418 km/s. We
see remarkable agreement between all three experiments.

showing the various angles. The travel time in one of the
circuits is given by

t1 = τ1 +
L1

vc − v cos (Φ)
(21)

and that in the other arm by

t2 = τ1 +
L1

vc + v cos (Φ)
(22)

where Φ is the angle between the detector direction and the
flow velocity v, vc is the speed of radio frequency (RF) elec-
tromagnetic waves in the fibre when v=0, namely vc= c/n
where n is the refractive index of the dielectric in the coaxial
cable, and v is the change in that speed caused by the absolu-
te motion of the coaxial cables through space, when the cable
is parallel to v. The factor of cos (Φ) is just the projection
of v onto the cable direction. The difference in signs in (21)
and (22) arises from the RF waves travelling in opposite
directions in the two main coaxial cables. The distance L1
is the arm length of the coaxial cable from A to B, and L2
is that from C to D. The constant times τ1 and τ2 are travel
times arising from the optical fibres, the converters, and the
coaxial cable lengths not included in L1 and L2, particularly
the optical fibre travel times. which is the key to the new
detector. The effect of the two shorter coaxial cable sections
in each arm are included in τ1 and τ2 because the absolute
motion effects from these arms is additive, as the RF travels
in opposite directions through them, and so only contributes
at 2nd order.

Now the experiment involves first the measurement of
the difference Δt = t1 − t2, giving

Δt = τ1 − τ2 +
L1

vc−v cos (Φ)
−

L2
vc+v cos (Φ)

≈

≈ Δτ + (L1 + L2) cos (Φ)
v

v2c
+ . . .

(23)

on expanding to lowest order in v/vc, and where Δτ ≡

≡ τ1− τ2+
L1−L2
vc . Eqn. (23) is the key to the operation

of the detector. We see that the effective arm length is L=
=L1+L2= 10 m. Over time the velocity vector v changes,
caused by the wave effects and also by the Earth’s orbital
velocity about the Sun changing direction, and as well the
Earth rotates on its axis. Both of these effects cause v and
the angle Φ to change. However over a period of a day and
ignoring wave effects we can assume that v is unchanging.
Then we can determine a declination δ and the speed v by (i)
measuring the maximum and minimum values of Δt over a
day, which occur approximately 12 hours apart, and (ii) de-
termine Δτ , which is the time difference when v=0, and
this is easily measured by putting the detector arm into a
circular loop, as shown in Fig. 13, so that absolute motion
effects cancel, at least to 1st order in v/vc. Now from Fig. 16
we see that the maximum travel time differenceΔtmaxoccurs
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when Φ= θ=λ+ δ− π
2 in (23), and the minimum Δtmin

when Φ=φ=λ−δ+ π
2 , 12 hours later. Then the declination

δ may be determined by numerically solving the transcenden-
tal equation which follows from these two times from (23)

cos (λ+ δ − π
2 )

cos (λ− δ + π
2 )
=
Δtmax −Δτ
Δtmin −Δτ

. (24)

Subsequently the speed v is obtained from

v =
(Δtmax −Δtmin) v2c

L
(
cos (λ+ δ − π

2 )− cos (λ− δ +
π
2 )
) . (25)

In Fig. 14 we show the travel time variations for Sep-
tember 19, 2006. The detector arm was formed into a loop at
approximately 10:00 hrs local time, with the system still op-
erating: time averaging causes the trace to interpolate during
this procedure, as shown. This looping effect is equivalent
to having v=0, which defines the value of Δτ . In plotting
the times in Fig. 14 the zero time is set so that then Δτ =0.
When the arms are straight, as before 10:00 hrs we see that
on average the travel times are some 55 ps different: this
is because the RF wave travelling S to N is now faster
than the RF wave travelling from N to S. The times are
negative because the longer S to N time is subtracted from
the shorter N to S travel time in the DSO. As well we see
the daily variation as the Earth rotates, showing in particular
the maximum effect at approximately 8:00 hrs local time
(approximately 15hrs sidereal time) as shown for the three
experiments in Fig. 18, as well as wave and converter noise.
The trace after 10:00 hrs should be flat — but the variations
seen are coming from noise effects in the converters as
well as some small signal arising from the loop not being
formed into a perfect circle. Taking Δtmax=−63 ps and
Δtmin=−40 ps from Fig. 14, (24) and (25) give δ= 72◦ S
and v= 418 km/s. This is in extraordinary agreement with
the Miller results for September 1925.

We can also analyse the De Witte data. We have L=
= 3.0 km, vc= 200,000 km/s, from Fig. 8 Δtmax−Δtmin≈
≈ 25 ns, and the latitude of Brussels is λ= 51◦ N. There is
not sufficient De Witte data to determine the declination of
v on the days when the data was taken. Miller found that
the declination varied from approximately 60◦ S to 80◦ S,
depending on the month. The dates for the De Witte data
in Fig. 8 are not known but, for example, a declination of
δ= 60◦ gives v= 430 km/s.

4.7 Gravity and gravitational waves

We have seen that as well as the effect of the Earth rotation
relative to the stars, as previously shown by the data from
Michelson-Morley, Illingworth, Joos, Jaseja el al., Torr and
Kolen, Miller, and De Witte and the data from the new
experiment herein, there is also from the experimental data
of Michelson-Morley, Miller, Torr and Kolen, De Witte and
from the new experiment, evidence of turbulence in this

flow of space past the Earth. This all points to the flow
velocity field v (r, t) having a time dependence over an
above that caused simply because observations are taken
from the rotating Earth. As we shall now show this turbu-
lence is what is conventionally called “gravitational waves”,
as already noted [1, 19, 20]. To do this we briefly review the
new dynamical theory of 3-space, following [25], although
it has been extensively discussed in the related literature. In
the limit of zero vorticity for v (r, t) its dynamics is deter-
mined by

∇ ∙

(
∂v

∂t
+ (v ∙ ∇)v

)

+

+
α

8

(
(trD)2 − tr(D2)

)
= −4πGρ ,

(26)

where ρ is the effective matter/energy density, and where

Dij =
1

2

(
∂vi
∂xj

+
∂vj
∂xi

)

. (27)

Most significantly data from the bore hole g anomaly
and from the systematics of galactic supermassive black hole
shows that α≈ 1/137 is the fine structure constant known
from quantum theory [21–24]. Now the Dirac equation uniq-
uely couples to this dynamical 3-space, according to [25]

ih̄
∂ψ

∂t
=−ih̄

(

c~α ∙∇+v ∙∇+
1

2
∇∙v

)

ψ+βmc2ψ (28)

where ~α and β are the usual Dirac matrices. We can compute
the acceleration of a localised spinor wave packet accord-
ing to

g ≡
d2

dt2
(
ψ(t), rψ(t)

)
(29)

With vR=v0−v the velocity of the wave packet relative
to the local space, as v0 is the velocity relative to the em-
bedding space∗, and we obtain

g=
∂v

∂t
+(v∙∇)v+(∇×v)×vR−

vR

1− v
2
R

c2

1

2

d

dt

(
v2R
c2

)

(30)

which gives the acceleration of quantum matter caused by
the inhomogeneities and time-dependencies of v (r, t). It has
a term which limits the speed of the wave packet relative
to space to be < c. Hence we see that the phenomenon
of gravity, including the Equivalence Principle, has been
derived from a deeper theory. Apart from the vorticity† and
relativistic terms in (30) the quantum matter acceleration is
the same as that of the structured 3-space [25, 8].

We can now show how this leads to both the spacetime
mathematical construct and that the geodesic for matter
worldlines in that spacetime is equivalent to trajectories from
(30). First we note that (30) may be obtained by extremising
the time-dilated elapsed time

τ [r0] =

∫
dt

(

1−
v2R
c2

)1/2
(31)

∗See [25] for a detailed explanation of the embedding space concept.
†The vorticity term explains the Lense-Thirring effect [30].
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with respect to the particle trajectory r0(t) [1]. This happens
because of the Fermat least-time effect for waves: only along
the minimal time trajectory do the quantum waves remain in
phase under small variations of the path. This again emphasi-
ses that gravity is a quantum wave effect. We now introduce
a spacetime mathematical construct according to the metric

ds2 = dt2 −

(
dr− v (r, t) dt

)2

c2
= gμνdx

μdxν . (32)

Then according to this metric the elapsed time in (31) is

τ =

∫
dt

√

gμν
dxμ

dt

dxν

dt
, (33)

and the minimisation of (33) leads to the geodesics of the
spacetime, which are thus equivalent to the trajectories from
(31), namely (30). Hence by coupling the Dirac spinor dyn-
amics to the space dynamics we derive the geodesic formal-
ism of General Relativity as a quantum effect, but without
reference to the Hilbert-Einstein equations for the induced
metric. Indeed in general the metric of this induced spacetime
will not satisfy these equations as the dynamical space invol-
ves the α-dependent dynamics, and α is missing from GR∗.

Hence so far we have reviewed the new theory of gravity
as it emerges within the new physics†. In explaining gravity
we discover that the Newtonian theory is actually flawed:
this happened because the motion of planets in the solar
system is too special to have permitted Newtonian to model
all aspects of the phenomenon of gravity, including that the
fundamental dynamical variable is a velocity field and not
an acceleration field.

We now discuss the phenomenon of the so-called “gravi-
tational waves”. It may be shown that the metric in (32) sat-
isfies the Hilbert-Einstein GR equations, in “empty” space,
but only when α→ 0:

Gμν ≡ Rμν −
1

2
Rgμν = 0 , (34)

where Gμν is the Einstein tensor, Rμν =Rαμαν and R=
= gμνRμν and gμν is the matrix inverse of gμν , and the
curvature tensor is

Rρμσν = Γ
ρ
μν,σ − Γ

ρ
μσ,ν + Γ

ρ
ασΓ

α
μν − Γ

ρ
ανΓ

α
μσ, (35)

where Γαμσ is the affine connection

Γαμσ =
1

2
gαν
(
∂gνμ
∂xσ

+
∂gνσ
∂xμ

−
∂gμσ
∂xν

)

. (36)

Hence the GR formalism fails on two grounds: (i) it does
not include the spatial self-interaction dynamics which has

∗Why the Schwarzschild metric, nevertheless, works is explained
in [25].

†Elsewhere it has been shown that this theory of gravity explains the
bore hole anomaly, supermassive black hole systematics, the “dark matter”
spiral galaxy rotation anomaly effect, as well as the putative successes of
GR, including light bending and gravitational lensing.

coupling constant α, and (ii) it very effectively obscures the
dynamics, for the GR formalism has spuriously introduced
the speed of light when it is completely absent from (26),
except on the RHS when the matter has speed near that of c
relative to the space‡. Now when wave effects are supposedly
extracted from (34), by perturbatively expanding about a
background metric, the standard derivation supposedly leads
to waves with speed c. This derivation must be manifestly
incorrect, as the underlying equation (26), even in the limit
α → 0, does not even contain c. In fact an analysis of (26)
shows that the perturbative wave effects are fluctuations of
v (r, t), and travel at approximately that speed, which in
the case of the data reported here is some 400 km/s in the
case of earth based detections, i. e. 0.1% of c. These waves
also generate gravitational effects, but only because of the
α-dependent dynamical effects: when α→ 0 we still have
wave effects in the velocity field, but that they produce no
gravitational acceleration effects upon quantum matter. Of
course even in the case of α→ 0 the velocity field wave
effects are detectable by their effects upon EM radiation, as
shown by various gas-mode Michelson interferometer and
coaxial cable experiments. Amazingly there is evidence that
Michelson-Morley actually detected such gravitational waves
as well as the absolute motion effect in 1887, because fluc-
tuations from day to day of their data shows effects similar to
those reported by Miller, Torr and Kolen, De Witte, and the
new experiment herein. Of course if the Michelson interfe-
rometer is operated in vacuum mode it is totally insensitive
to absolute motion effects and to the accompanying wave
effects, as is the case. This implies that experiments such
as the long baseline terrestrial Michelson interferometers are
seriously technically flawed as gravitational wave detectors.
However as well as the various successful experimental tech-
niques discussed herein for detecting absolute motion and
gravitational wave effects a novel technique is that these
effects will manifest in the gyroscope precessions observed
by the Gravity Probe B satellite experiment [30, 31].

Eqn. (26) determines the dynamical time evolution of the
velocity field. However that aspect is more apparent if we
write that equation in the integro-differential form

∂v

∂t
= −∇

(
v2

2

)

+

+ G

∫
d3 r′

ρDM (r
′, t) + ρ (r′, t)

|r− r′|3
(r− r′)

(37)

in which ρDM is velocity dependent,

ρDM (r, t) ≡
α

32πG

(
(trD)2 − tr(D2)

)
, (38)

and is the effective “dark matter” density. This shows se-
veral key aspects: (i) there is a local cause for the time de-

‡See [1] for a possible generalisation to include vorticity effects and
matter related relativistic effects.
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pendence from the ∇ term, and (ii) a non-local action-at-a-
distance effect from the ρDM and ρ terms. This is caused by
space being essentially a quantum system, so this is better
understood as a quantum non-local effect. However (37)
raises the question of where the observed wave effects come
from? Are they local effects or are they manifestations of
distant phenomena? In the latter case we have a new astron-
omical window on the universe.

5 Conclusions

We now have eight experiments that independently and con-
sistently demonstrated (i) the anisotropy of the speed of
light, and where the anisotropy is quite large, namely 300,000
±420 km/s, depending on the direction of measurement rela-
tive to the Milky Way, (ii) that the direction, given by the
Right Ascension and Declination, is now known, being es-
tablished by the Miller, De Witte and Flinders experiments∗.
The reality of the cosmological meaning of the speed was
confirmed by detecting the sidereal time shift over 6 months
and more, (iii) that the relativistic Fitzgerald-Lorentz length
contraction is a real effect, for otherwise the results from the
gas-mode interferometers would have not agreed with those
from the coaxial cable experiments, (iv) that Newtonian
physics gives the wrong calibration for the Michelson inter-
ferometer, which of course is not surprising, (v) that the
observed anisotropy means that these eight experiments have
detected the existence of a 3-space, (vi) that the motion
of that 3-space past the Earth displays wave effects at the
level of ±30km/s, as confirmed by three experiments, and
possibly present even in the Michelson-Morley data.

The Miller experiment was one of the most significant
experiments of the 20th century. It meant that a substructure
to reality deeper than spacetime had been revealed, that
spacetime was merely a mathematical construct and not an
aspect of reality. It meant that the Einstein postulate regard-
ing the invariance of the speed of light was incorrect — in
disagreement with experiment, and had been so from the
beginning. This meant that the Special Relativity effects
required a different explanation, and indeed Lorentz had
supplied that some 100 years ago: in this it is the absolute
motion of systems through the dynamical 3-space that causes
SR effects, and which is diametrically opposite to the Ein-
stein formalism. This has required the generalisation of the
Maxwell equations, as first proposed by Hertz in 1888 [26]),
the Schrödinger and Dirac equations [25, 8]. This in turn has
lead to a derivation of the phenomenon of gravity, namely
that it is caused by the refraction of quantum waves by
the inhomogeneities and time dependence of the flowing
patterns within space. That same data has also revealed the
in-flow component of space past the Earth towards the Sun

∗Intriguingly this direction is, on average, perpendicular to the plane
of the ecliptic. This may be a dynamical consequence of the new theory of
space.

[1], and which also is revealed by the light bending effect
observed by light passing close to the Sun’s surface [25].
This theory of gravity has in turn lead to an explanation
of the so-called “dark matter” effect in spiral galaxies [22],
and to the systematics of black hole masses in spherical
star systems [25], and to the explanation of the bore hole g
anomaly [21, 22, 23]. These effects have permitted the deve-
lopment of the minimal dynamics of the 3-space, leading to
the discovery that the parameter that determines the strength
of the spatial self-interaction is none other than the fine
structure constant, so hinting at a grand unification of space
and the quantum theory, along the lines proposed in [1], as
an information theoretic theory of reality.

These developments demonstrate the enormous signifi-
cance of the Miller experiment, and the extraordinary degree
to which Miller went in testing and refining his interfero-
meter. The author is proud to be extending the Miller dis-
coveries by studying in detail the wave effects that are so
apparent in his extensive data set. His work demonstrates
the enormous importance of doing novel experiments and
doing them well, despite the prevailing prejudices. It was
a tragedy and an injustice that Miller was not recognised
for his contributions to physics in his own lifetime; but not
everyone is as careful and fastidious with detail as he was.
He was ignored by the physics community simply because
in his era it was believed, as it is now, that absolute motion
was incompatible with special relativistic effects, and so it
was accepted, without any evidence, that his experiments
were wrong. His experiences showed yet again that few in
physics actually accept that it is an evidence based science,
as Galileo long ago discovered also to his great cost. For
more than 70 years this experiment has been ignored, until
recently, but even now discussion of this and related experi-
ments attracts hostile reaction from the physics community.

The developments reported herein have enormous sig-
nificance for fundamental physics — essentially the whole
paradigm of 20th century physics collapses. In particular
spacetime is now seen to be no more than a mathematical
construct, that no such union of space and time was ever
mandated by experiment. The putative successes of Special
Relativity can be accommodated by the reality of a dynamic-
al 3-space, with time a distinctly different phenomenon. But
motion of quantum and even classical electromagnetic fields
through that dynamical space explain the SR effects. Lorentz
symmetry remains valid, but must be understood as applying
only when the space and time coordinates are those arrived
at by the Einstein measurement protocol, and which amounts
to not making corrections for the effects of absolute motion
upon rods and clocks on those measurements. Nevertheless
such coordinates may be used so long as we understand that
they lead to a confusion of various related effects. To correct
the Einstein measurement protocol readings one needs only
to have each observer use an absolute motion meter, such
as the new compact all-optical devices, as well as a rod and
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clock. The fundamental discovery is that for some 100 years
physics has failed to realise that a dynamical 3-space exists
— it is observable. This contradicts two previous assumptions
about space: Newton asserted that it existed, was unchang-
ing, but not observable, whereas Einstein asserted that 3-
space did not exist, could not exist, and so clearly must be
unobservable. The minimal dynamics for this 3-space is now
known, and it immediately explains such effects as the “dark
matter” spiral galaxy rotation anomaly, novel black holes
with non-inverse square law gravitational accelerations,
which would appear to offer an explanation for the precoc-
ious formation of spiral galaxies, the bore hole anomaly
and the systematics of supermassive black holes, and so
on. Dramatically various pieces of data show that the self-
interaction constant for space is the fine structure constant.
However unlike SR, GR turns out to be flawed but only be-
cause it assumed the correctness of Newtonian gravity. The
self-interaction effects for space make that theory invalid
even in the non-relativistic regime — the famous universal
inverse square law of Newtonian gravity is of limited valid-
ity. Uniquely linking the quantum theory of matter with the
dynamical space shows that gravity is a quantum matter
wave effect, so we can’t understand gravity without the quan-
tum theory. As well the dynamics of space is intrinsically
non-local, which implies a connectivity of reality that far
exceeds any previous notions.
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